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ABSTRACT

It is claimed that, in the nascent ‘Cognitive Era’, intelligent systems
will be trained using machine learning techniques rather than pro-
grammed by software developers [10]. A contrary point of view
argues that machine learning has limitations, and, taken in isolation,
cannot form the basis of autonomous systems capable of intelligent
behaviour in complex environments [14]. In this paper, we argue
that the unique strengths of Belief-Desire-Intention (BDI) agent
programming languages provide an ideal framework for integrating
the wide range of Al capabilities necessary for progress towards
the next-generation of intelligent systems.
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1 BDI AGENTS

The predominant approach in agent programming is inspired by
the Belief-Desire-Intention (BDI) model [4]. In BDI agents [16] the
behaviour of an agent is specified in terms of beliefs, goals, and
plans. Beliefs represent the agent’s information about itself, the
environment, and other agents. Goals represent a desired course
of action or state of the environment the agent is trying to bring
about. Plans are the means by which the agent can achieve its goals.
Plans are typically predefined by the agent developer, and consist of
primitive actions that directly change the state of the environment
and subgoals which are in turn achieved by subplans. At run-time,
an interpreter updates the agent’s beliefs and goals in response to
messages and sensory information from the agent’s environment
(percepts), and manages the agent’s intentions. An intention is a
future course of action the agent is committed to carrying out. In
practice, an intention is often implemented as a stack of partially
instantiated plans, the execution of which is expected to achieve
a (top-level) goal or respond to the change in the agent’s beliefs
(typically reflecting perceived changes in the environment or new
information communicated by other agents). The interpreter is
also responsible for choosing which intention to execute and for
executing steps in the plan forming the top of the intention.
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BDI-based agent programming languages offer significant ad-
vantages for developing autonomous systems [13], including more
rapid development [2], context sensitive, robust behaviour [21],
and, critically, greater intelligibility and verifiability compared to
agents where programs are learned [5, 6, 12, 15, 19]. Moreover, a
BDI-based approach also facilitates the integration of a wide range
of symbolic, stochastic and sub-symbolic Al techniques [8, 20, 22].
In [3], we briefly survey the historical development of BDI-based
programming languages, and review previous work on integrating
Al techniques (including machine learning) into BDI agents. In this
paper, we briefly discuss some of the key open research problems
and possible future research directions identified in [3]. In partic-
ular, we identify two ways Al techniques may be integrated into
a BDI agent architecture, outline the challenges of engineering a
BDI-based Al integration framework, and highlight some oppor-
tunities and open research challenges in this area. Although we
focus on the unique strengths of the BDI approach, we believe our
proposals are applicable, at least in part, to other approaches to
AOP, particularly those languages in the broader cognitive agent
tradition, e.g., GOAL [9], SOAR [11], that have similar logic-based
or declarative “roots”.

2 INTEGRATING AIINTO BDI AGENTS

Two main architectural strategies to integrate Al with BDI-based
agent programming languages can be identified: (i) AI as a service
(i.e., exogenous case), in which the Al is packaged as a separate,
independent component, either running within the same (agent)
system, or in a distributed fashion accessed through the network;
and (ii) AI embedded into agents (i.e., endogenous case), in which Al
components or techniques are used to augment or replace elements
of the standard BDI architecture and/or interpreter cycle. In reality,
these two strategies form the ends of a spectrum of possibilities,
giving rise to a range of ‘hybrid’ approaches, in which some Al
components are exogenous while others are endogenous. However,
in the interest of brevity, we focus on purely exogenous and purely
endogenous strategies here.

In the AI as a service approach, Al components such as external
image/speech recognition systems, text-to-speech services, docu-
ment analysis capabilities, etc., are modelled as part of the agents’
application environment [17]. An agent program accesses and ex-
ploits the AI capability by means of (external or internal) actions
and percepts. From an agent development perspective, this is con-
ceptually similar to the way in which an agent program interacts
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with the underlying agent hardware/platform and the agent’s envi-
ronment. The agent developer is responsible for integrating the Al
service into the agent program: invoking the appropriate service(s)
at the appropriate point in the execution of the agent, and writing
code to exploit the expanded set of percepts (represented as beliefs)
made available by the Al service. Such an approach has the advan-
tage of being easy to integrate into existing agent platforms and
development methodologies, while at the same time facilitating the
development of sophisticated applications. For example, a ‘personal
assistant’ agent involving text or speech interaction that previously
required specialist development expertise [23] will increasingly fall
within the scope of an average agent developer.

In the short term, the Al as a service approach offers the op-
portunity to develop significantly more capable agent applications
within the standard BDI model. Sensing and behaviour that would
previously have required specialist programming can be easily in-
tegrated into existing agent programming platforms and exploited
by application developers. Moreover, exploiting such capabilities
does not require any modifications to standard agent development
methodologies. However, while the opportunities offered by such
an approach are significant, further research is required to deter-
mine whether current environment-oriented frameworks such as
CArtAgO [18] and EIS [1] provide the support needed from a soft-
ware engineering perspective for the effective integration of a broad
and diverse range of Al services, for example those requiring large
amounts of sub-symbolic information, or those services that return
essentially “control information” (e.g., which plan to adopt, which
intention to progress). Moreover, the need to explicitly invoke a
service by an action in a plan in this approach may make it difficult
to integrate techniques such as machine learning, except in the
form of pre-trained components.

In the Al embedded into agents approach, the aim is to raise the
level of abstraction of agent programming by increasing the basic
‘competence’ of the agent language or platform. For example, Al
components may be used to induce appropriate context conditions
for plans, to learn which applicable plan is most appropriate in a
given situation, or to manage potential conflicts between intentions.
As the competence of the agent increases, the role of the agent de-
veloper changes from programming exactly what the agent will do
in all situations to providing more strategic information, heuris-
tics, advice, social knowledge (e.g., norms), etc. about what the
agent should (or should not) do in a given situation, leaving the
details of the implementation of the strategy to the agent. This
style of development has some similarities with the ‘training’ of
systems advocated in the ‘cognitive computing’ approach, and one
can envision hybrid architectures in which some behaviours are
learnt, while others, perhaps those with a supervisory or high-level
decision making role, are ‘programmed’.

For many applications, particularly those involving interaction
with humans, there are standard (often codified) ways of approach-
ing a task that must be followed for safety, regulatory, quality
control, or other reasons. While machine learning (or other Al tech-
niques such as planning) can be used to adapt the behaviour of
the agent, e.g., to a particular user or to generate a novel imple-
mentation of a high-level action, the critical aspects of the agent’s
behaviour are required to fall within a particular envelope or fol-
low a particular pattern. We believe BDI-based agent programming
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approaches enhanced with Al techniques offer a fruitful framework
for such ‘controlled adaptation’, as the structuring of BDI agent
programs in terms of goals and plans allows different (sub)goals to
be associated with differing degrees of adaptation in a natural way.
For example, the means used to achieve some goals may be pre-
cisely specified by developer-supplied plans, while the means used
to achieve other goals may be learned, or synthesised at run-time
using first-principles Al planning techniques.

3 FUTURE RESEARCH DIRECTIONS

There is a very large space of such extended BDI architectures. One
way to structure future research in this area is to explore where and
how AI techniques can be embedded within the BDI model itself. It
seems plausible that the BDI approach of determining which plan
to adopt based on the agent’s current beliefs should apply equally
to the problem of selecting an appropriate deliberation strategy
given the agent’s current state. Such an approach has the potential
to transfer the intelligibility of the intention-driven BDI model to
the embedding of Al

Key to this approach to embedding Al into BDI agent programs
is determining what features of intentions and the context of their
execution are necessary to implement the BDI cycle for a particular
application. This includes such issues as when a goal should be
adopted or dropped, which plan to use to achieve a goal, when
the plan should next be executed, etc., but also many other issues
relating to the social context of the agent, e.g., the expectations
of humans and other agents, the prevalent norms, ethics, and val-
ues and how these should determine the behaviour of an agent.
The fact that, in the BDI model, these issues must always be ad-
dressed in the context of other intentions with potentially differing
characteristics is a unique strength of the BDI approach, in that
it necessitates the adoption of a holistic view of the problem of
developing autonomous intelligent systems.

Alongside the purely architectural questions of how the overall
problem of intelligent behaviour should be broken down (e.g., what
are the most appropriate components/APIs), work in this direction
gives rise to a range of new research problems centred around
the notion of bounded adaptation. How should the split between
programmer-determined fixed or canonical behaviours and agent-
determined adaptations of these behaviours (e.g., refinements, or
implementations of (very) high-level actions, etc.) be characterised?
What development methodologies and verification approaches can
be used to specify and certify the behaviour of agents that inte-
grate significant Al capabilities into their decision making? This
can be seen as establishing a new strand of research exploring hy-
brids of the programming-based, learning-based, and model-based
approaches to developing Al capabilities identified in [7]. We be-
lieve future BDI-based agent programming approaches will offer a
fruitful framework for such controlled adaptation.
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