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ABSTRACT
Large teams of heterogeneous agents have the potential to solve
complex multi-task problems that are intractable for a single agent
working independently. However, solving complex multi-task prob-
lems requires leveraging the relative strengths of the different kinds
of agents in the team. We present Stochastic TRAit-based Task As-
signment (STRATA), a unified framework that models large teams
of heterogeneous agents and performs effective task assignments.
Specifically, given information on which traits (capabilities) are
required for various tasks, STRATA computes the assignments
of agents to tasks such that the trait requirements are achieved.
Inspired by prior work in robot swarms and biodiversity, we catego-
rize agents into different species (groups) based on their traits. We
model each trait as a continuous variable and differentiate between
traits that can and cannot be aggregated from different agents.
STRATA is capable of reasoning about both species-level and agent-
level variability in traits. We illustrate the necessity and effective-
ness of STRATA using detailed numerical simulations and in a
capture-the-flag game environment.

ACM Reference Format:
Harish Ravichandar, Kenneth Shaw, and Sonia Chernova. 2021. STRATA:
Unified Framework for Task Assignments in Large Teams of Heterogeneous
Agents: JAAMAS Track. In Proc. of the 20th International Conference on
Autonomous Agents and Multiagent Systems (AAMAS 2021), Online, May 3–7,
2021, IFAAMAS, 3 pages.

1 INTRODUCTION
The study of multi-agent systems has produced significant insights
into the process of engineering collaborative behavior in groups of
agents [2, 6]. These insights have resulted in large teams of agents
capable of accomplishing complex tasks that are intractable for a
single agent. Teams of heterogeneous agents are particularly well
suited for performing complex tasks that require a variety of skills,
since they can leverage the relative advantages of the different
agents and their capabilities. In this work, we are motivated by
robotics applications, and the multi-robot task assignment (MRTA)
problem in particular [3–5] which formally defines the challenges
involved in optimally assigning agents to tasks.

We present Stochastic TRAit-based Task Assignment (STRATA),
a unified modeling and task assignment framework, to solve an
instance of the MRTA problem with an emphasis on large heteroge-
neous teams. We assume that the optimal agent-to-task associations
are unknown and that the task requirements are specified in terms

Proc. of the 20th International Conference on Autonomous Agents and Multiagent Systems
(AAMAS 2021), U. Endriss, A. Nowé, F. Dignum, A. Lomuscio (eds.), May 3–7, 2021, Online.
© 2021 International Foundation for Autonomous Agents and Multiagent Systems
(www.ifaamas.org). All rights reserved.

of the various traits (capabilities) required for each task. Thus, in
order to effectively perform the tasks, the agents must reason about
their combined capabilities and the limited resources of the team.
To enable this reasoning, we take inspiration from prior work in ro-
bot swarms [8] and biodiversity [7], and propose a group modeling
approach [1] to model the capabilities of the team. Specifically, we
assume that each agent in the team belongs to a particular species.
Further, each species is defined based on the traits possessed by
its members. Assuming that the agents are initially sub-optimally
assigned to tasks, STRATA computes assignments such that the
agents can reorganize themselves to collectively aggregate the traits
necessary to meet the task requirements as quickly as possible.

Our representation is inspired by [8], which considered binary
instantiations of traits. However, binary models fail to capture the
nuances in the scales and natural variations of the agents’ traits.In
STRATA, we have extended the representation to model traits in the
continuous space. Additionally, STRATA also captures agent-level
differences within each species by using a stochastic trait model.
Please see [9] for a full version of this short paper.

2 MODELING FRAMEWORK
In this section, we introduce the various elements of STRATA that
enables task assignments in large heterogeneous teams.
Trait Model. Consider a heterogeneous team made up of 𝑆 ∈ N
species (i.e., agent types), each with 𝑁𝑠 agents. We define each
species by its capabilities. To capture the natural variability in
traits (i.e., capabilities) of each species, we maintain a stochastic
summary of each species’ traits. Specifically, each element of the
species-trait matrix 𝑄 ∈ R𝑆×𝑈+ is assumed to be an independent
Gaussian random variable, 𝑞 (𝑠)𝑢 ∼ N(`𝑠𝑢 , 𝜎2𝑠𝑢 ). Thus, a vector ran-
dom variable with all the traits of all the species can be written as
𝑞 = [𝑞 (1) , 𝑞 (2) , · · · , 𝑞 (𝑆) ] ∼ N (`𝑞, Σ𝑞), with its mean given by `𝑞 =

[`𝑞 (1) , · · · , `𝑞 (𝑆 ) ] ∈ R𝑆𝑈+ , where `𝑞 (𝑠 ) = [`𝑠1, · · · , `𝑠𝑈 ] ∈ R𝑈 con-
tains the expected trait values of the 𝑠th species, and its covariance
given by the following block-diagonal matrix Σ𝑞 = diag( [Σ𝑞 (1) ,

· · · , Σ𝑞 (𝑆 ) ]) ∈ R𝑆𝑈×𝑆𝑈
+ , where Σ𝑞 (𝑠 ) = diag( [𝜎2

𝑠1, · · · , 𝜎
2
𝑠𝑈

]) ∈
R𝑈×𝑈
+ is the diagonal covariance matrix associated with the 𝑠th

species. The expected trait values can be rewritten in the form of
the expected species-trait matrix `𝑄 = [`𝑇

𝑞 (1) , · · · , `𝑇𝑞 (𝑆 ) ]𝑇 ∈ R𝑆×𝑈+ .
Similarly, the non-zero diagonal elements of the covariance matrix
can be rewritten in matrix form as Var𝑄 .
Task Graph. We model the topology of the𝑀 tasks using a strongly
connected graphG = (E,V). The verticesV represent the𝑀 tasks,
and the edges E connect tasks such that the existence of an edge
between two tasks represents the agents’ ability to switch between
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them. For each species, we aim to optimize the transition rate 𝑘 (𝑠)
𝑖 𝑗

for every edge in E, such that 0 < 𝑘
(𝑠)
𝑖 𝑗

< 𝑘
(𝑠)
𝑖 𝑗,𝑚𝑎𝑥

. The transition
rates implicitly dictate how the agents distribution evolves in time.
Agent Distribution. The distribution of agents from species 𝑠 across
the𝑀 tasks at time 𝑡 is defined by x(𝑠) (𝑡) = [𝑥 (𝑠)1 (𝑡), · · · 𝑥 (𝑠)

𝑀
(𝑡)]𝑇 ∈

N𝑀 . Thus the distribution of the whole team across the tasks at time
𝑡 can be described using a abstract state information matrix 𝑿 (𝑡) =
[x(1) (𝑡), x(2) (𝑡), · · · , x(𝑆) (𝑡)] ∈ N𝑀×𝑆 . As in [8], the time evolution
of the number of agents from Species 𝑠 at Task 𝑖 is explained by the
dynamical system, ¤𝑥 (𝑠)

𝑖
(𝑡) = ∑

∀𝑗 | (𝑖, 𝑗) ∈E 𝑘
(𝑠)
𝑗𝑖
𝑥
(𝑠)
𝑗

(𝑡) − 𝑘 (𝑠)
𝑖 𝑗
𝑥
(𝑠)
𝑖

(𝑡).
Thus the dynamics of each species’ abstract state information can
be computed as ¤x(𝑠) (𝑡) = 𝐾 (𝑠)x(𝑠) (𝑡), ∀𝑠 = 1, 2, · · · , 𝑆 , where
𝐾 (𝑠) ∈ R𝑀×𝑀

+ is the rate matrix of species 𝑠 . Thus, the time evolu-
tion of the abstract state information is given by𝑿 (𝜏) = ∑𝑆

𝑠=1 𝑒
𝐾 (𝑠 )𝜏

𝑧 (𝑠) (0), where 𝑧 (𝑠) (0) = 𝑿 (0) ⊙ (1 · 𝑒𝑠 ) ∈ N𝑀×𝑆 , 1 is an 𝑀-
dimensional vector of ones, and 𝑒𝑠 is the 𝑆-dimensional unit vector
with its 𝑠th element equal to one.
Trait Aggregation and Distribution. We represent the trait distribu-
tion using the trait distribution matrix 𝒀 (𝑡) ∈ R𝑀×𝑈

+ , given by

𝒀 (𝑡) = 𝑿 (𝑡)𝑄 (1)

Thus, each column of 𝒀 (𝑡) represents the aggregated amounts of
the corresponding trait available at each task at time 𝑡 . Put another
way, 𝒀 (𝑡) represents the aggregation of various traits assigned to
each task at time 𝑡 . The expected value of 𝒀 (𝑡) can be computed as
𝝁𝑌 (𝑡) = 𝑿 (𝑡)𝝁𝑄 , and the variance of each element of 𝒀 isVar𝑌 (𝑡) =
(𝑿 (𝑡) ⊙ 𝑿 (𝑡)) Var𝑄 , where ⊙ denotes the Hadamard product.

3 OPTIMIZED TASK ALLOCATION
We solve the following optimization problem to optimize allocation

𝜏∗, 𝐾 (𝑠)∗ = arg min
𝜏,𝐾 (𝑠 )

𝜏 (2)

𝑠 .𝑡 . 𝑿 (𝜏)`𝑄 ∈ G(𝒀 ∗) (3)
∥Var𝑌 (𝜏)∥𝐹 ≤ 𝜖var (4)

where 𝜖var is the threshold used to limit the variance in 𝒀 (𝜏),
G(𝒀 ∗) : R𝑀×𝑈

+ → Ω, named the goal function, is a function
that defines the set of admissible expected trait distribution ma-
trices Ω. Note that the constraint in (4) helps minimize the ex-
pected variance, and thereby, maximize the chances that the actual
trait distribution 𝒀 (𝜏∗) meets the goal function. We consider two
goal functions: G1 (𝒀 ∗) = {`𝑌 |𝒀 ∗ = `𝑌 } (exact matching), and
G2 (𝒀 ∗) = {`𝑌 |𝒀 ∗ ⪯ `𝑌 } (minimum matching), where ⪯ denotes
the element-wise less-than-or-equal-to operator. Note that G1 does
not allow any deviation from the desired trait distribution, and G2
allows for over-provisioning.

In order to satisfy the goal function constraint, as defined in (3),
we impose constraints on two error functions. The first error func-
tion computes the trait distribution error and is defined separately
for each goal function as follows:

𝐸
G1
1 (𝜏, 𝐾 (1,..,𝑆) ,𝑿 (0)) =∥𝑌 ∗ − 𝝁𝑌 (𝜏)∥2𝐹 (5)

𝐸
G2
1 (𝜏, 𝐾 (1,..,𝑆) ,𝑿 (0)) =∥max[(𝑌 ∗ − 𝝁𝑌 (𝜏)), 0] ∥2𝐹 (6)

where ∥ · ∥𝐹 denotes the Frobenius norm. The second error function
measures the deviation from the steady state trait distribution, given

E
x
a
c
t 
  
  
  
  

T
ra

it
 M

a
tc

h
in

g

M
in

im
u
m

  
  
  
 

T
ra

it
 M

a
tc

h
in

g

0 10 20 30 40 50 60 70 80 90 100

Number of Converged Runs

 STRATA

 Baseline [8]

*

*

Figure 1: Number of converged runs out of 100 simulations.

by𝐸2 (𝜏, 𝐾 (1,..,𝑆) ,𝑿 (0)) = ∑𝑆
𝑠=1 ∥𝑒𝐾

(𝑠 )𝜏 x(𝑠) (0)−𝑒𝐾 (𝑠 ) (𝜏+a) x(𝑠) (0)∥22.

4 EXPERIMENTAL EVALUATION
We evaluate STRATA using two sets of experiments (source code:
https://github.com/harishravichandar/STRATA). In both experi-
ments, we compare STRATA’s performance against a bootstrapped
version of a binary-trait-based method [8].

Simulation. In the first set of experiments, we simulate 100 inde-
pendent task assignment problems with𝑀 = 8 nodes (tasks),𝑈 = 5
traits (3 cumulative and 2 non cumulative traits), and 𝑆 = 5 species
(each with 200 agents). We randomly sample the hyper parameters
of the stochastic traits. We limit both STRATA and the baseline
framework to a maximum of 20 meta iterations of the basin hopping
algorithm during each run. We measure the performance of each
algorithm using trait mismatch error (see [9] for details).

We find that STRATA consistently outperforms the baselines in
terms of trait satisfaction. This is because binary trait models are
incapable of reasoning about requirements in the continuous trait
space, and ignore all variations both at the species and individual
levels. Further, as seen in Fig. 1, STRATA successfully converged to
a solution in significantly (𝑝 < 0.001) more runs than the binary
trait framework for both exact trait matching (G1) and minimum
trait matching (G2). This observation demonstrates that consider-
ing stochastic and continuous trait models over binary models is
considerably more likely to satisfy complex trait requirements.

Capture the Flag. Next, we quantified the effect of STRATA on team
performance in a capture the flag (CTF) game with 3 tasks, 4 traits
and 12 agents (see [9]).We compare the performances of three teams
(representing STRATA, the baseline, and random assignment).

Wins Draws Losses

STRATA vs. Random

STRATA vs. Baseline

*

*

*

Baseline vs. Random
27

30 88

281

382

377

17148

96

Figure 2: Performance on the capture-the-flag game.

As shown in Fig. 2, both the baseline framework and STRATA
are more likely to win against random task assignment. However,
STRATA is more likely to win against the baseline framework. Fur-
ther, based on the 𝑧-test, we find that the proportions of wins are
statistically significantly (𝑝 < 0.001) higher than those of losses in
all three conditions. Thus, STRATA’s ability to satisfy task require-
ments translates to improved team performance.
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