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ABSTRACT
In many distributed systems, from cloud to sensor networks, dif-
ferent configurations impact system performance, while strongly
depending on the network topology. Hence, topological changes
may entail costly reconfiguration and optimisation processes. This
paper proposes a multi-agent solution for recovering a network’s
topology in case of node failures. The proposed approach relies
on local information about the network’s topology, collected and
disseminated at runtime. Two strategies for distributing topological
data are studied: one based on Mobile Agents (our proposal) and
the other based on Trickle (a reference gossiping protocol from the
literature). These two strategies were adapted for our self-healing
approach, to collect topological information for network recovery;
and were evaluated in terms of resource overheads. Experimental
results show that both variants can recover the network topology,
up to a certain node failure rate, which depends on the network
topology. At the same time, Mobile Agents collect less informa-
tion, focusing on local dissemination, which suffices for network
recovery. This entails less bandwidth overheads than when Trickle
is used. Still, Mobile Agents utilise more memory and exchange
more messages during data-collection than Trickle does. These
results validate the viability of the proposed self-healing solution,
offering two variant implementations with diverse performance
characteristics, which may suit different application domains.
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1 INTRODUCTION
In many distributed applications, such as server farms and cloud
management, maintaining and recovering servers from failures is
essential for meeting stringent requirements of availability and
reliability. Since these systems serve millions of users in parallel,
∗This paper is an extended abstract of our full paper in [16]
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downtimes can generate losses of thousands of dollars per minute
[11]. System administration expertise is expensive and in short
supply, considering distributed system pervasiveness. In addition,
experts may be unable to react fast enough for dealing with multiple
failures within short periods, e.g. minutes [11]. E.g., in 2017, a
disruption in the Amazon s3 service occurred due to a command
entered incorrectly that removed a large set of servers causing
failures in other important subsystems [1]. Hence, fast automated
solutions are needed to enable system self-healing.

Moreover, many distributed graph algorithms – e.g. spanning
tree calculation [14], vertex colouring [10] or leader election [6] –
depend on the underlying network topology and incur important
overloads to re-execute if the topology changes. Network topology
is also essential for information dissemination, hence impacting
traffic dynamics and performance [17]. Finally, topologies can be
optimised for maximising network transmission capacity [4], e.g.,
in clouds, data farms, sensor networks and the IoT.

This paper proposes a generic network self-healing approach
based on two decentralised processes: i) a data-collection and dis-
semination algorithm for gathering knowledge about the network
topology; and, ii) a local node recreation and re-connection mecha-
nism for recovering the network topology when nodes fail.

To describe our contribution, we employ the ODD (Overview,
Design Concept and Details) Protocol [7], and associated documen-
tation suggestions [8]. ODD facilitates the understanding and clari-
fies the documentation of agent-based model (ABM) simulations.
It starts by defining the purpose of the model, then highlights the
main theoretical concepts and their transfer to simulation design,
and finally provides the implementation and simulation details.

2 RELATEDWORK
The proposed approach mainly differs from existing work in that
it aims to recreate and maintain a network’s topology, rather than
merely its connectivity or diameter. This is feasible in application
contexts where nodes can be recreated and reconnected (e.g. spare
servers in Data Centres; dormant devices in sensor networks; re-
dundant robots or handhelds in ad-hoc mobile networks).

For instance, [9] proposed a design method for growing both
robust and efficient onion-like topological structures. [2] aimed
to build a reliable topology based on a fractal cell-structure and
compared it with scale-free networks, as defined in [3]. This is
complementary to our approach in that we aim to recover the
network topology in case of failure. Other approaches aimed to
deal with node failures by reconnecting remaining nodes; hence
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avoiding network splitting into isolated components, which would
render the system dysfunctional. E.g., the proposals in [5] and
[18] trigger node reconnection to maintain connectivity when a
node looses a certain number of neighbours; or, to maintain inter-
node distances similar to the original network or at least below a
maximum distance. As before, this approach does not recover failed
nodes and hence does not preserve network topology.

[13] proposed a self-healing protocol for Software Defined Net-
works (SDNs). It aimed to maintain a given topology in two steps:
1) using multi-cast for network discovery and state data collection;
and 2) using an autonomic failure recovery mechanism. Experi-
ments were performed for Scale-free networks. Our approach goes
deeper into exploring and evaluating alternative data-collection
mechanisms (based on Trickle and Mobile Agents), to reduce re-
source overheads. We adapt Trickle and Mobile Agents algorithms
to provide nodes with topological data, as necessary to maintain a
targeted network topology. Moreover, we analyse the efficiency of
these algorithms for different topologies, showing that structural
characteristics, though often ignored, do matter.

Trickle is a scaleable and robust algorithm for propagating and
maintaining information in low-power, lossy networks (e.g. wireless
sensor networks). It was defined under the RFC6206 standard [12],
with common applications including traffic timing control, multi-
cast propagation and route discovery.We adopt Trickle as a baseline
for evaluating our Mobile Agents approach.

3 NETWORK SELF-HEALING MODEL,
DESCRIBED VIA THE ODD PROTOCOL

We propose a generic self-healing approach for maintaining a net-
work’s topology as close as possible to the original one, in case of
node failures. We evaluate our proposal via a simulation model,
implementing two variants of data-collection and dissemination
methods: one adopted from our previous work (Mobile Agents)
and one from the literature (Trickle) – both were adapted to our
self-healing application. Experimental simulations compare the two
variants and highlight their advantages and disadvantages in terms
of network self-healing abilities and resource overheads. The ul-
timate goal is to show that topological self-healing is possible via
decentralised algorithms, provided that topological knowledge can
be gathered in time (i.e. before nodes fail for the first time).

The simulation model defines three types of entities: one exter-
nal entity representing the network environment, and two agent
types – static nodes and mobile agents. The network environment
represents the network’s state during runtime. It defines the net-
work’s topology as a graph, which allows evaluating its similarity
with the original network topology, to be maintained. The network
environment representation also indicates whether a node is alive
or in a failed state. The environment is parametrised with a failure
probability 𝑝 𝑓 , which determines the likelihood of node failures
at each round. Nodes are static agents that represent the different
processes (or platforms) of a selected network. Each node has: a
unique id; a visited status flag; a message queue for communicating
with other node agents; memory space for storing topology data;
and an algorithm (or program) for processing incoming messages,
simulating the node’s failure, detecting missing neighbours and
recreating them. A node’s algorithm program is executed at every

round, or simulation step. We implemented three variants of this
node program, varying in the way in which network topology in-
formation is acquired. In the first variant, all topology information
is provided statically; in the second one, topology information is
propagated via the Trickle algorithm; and, in the third one, via the
Mobile Agents approach.

In the Mobile Agents variant, eachmobile agent is endowed with:
memory space to store data collected from nodes on the network
topology; and an algorithm (or program) to communicate with
visited nodes, simulate agent failures, and select the next node to
visit.

Simulation time is defined via discrete rounds, or steps. In each
round, the network environment updates statistics stored about
the consumed resources: memory (in bytes) used by nodes and
by agents, communication bandwidth (in bytes), and number of
messages received by nodes. It also determines which nodes fail,
with a probability 𝑝 𝑓 , corresponding to node crashes in real systems.

Agents are implemented in amulti-agent system simulator (multi-
threaded)1 running on a single machine. In each round, each agent
executes its program once. Nodes and mobile agents run in parallel,
in random order, and are synchronised at the end of each step, for
collecting metrics.

4 EXPERIMENTS AND RESULTS
Via a wide range of simulations, the paper analyses and compares
the two algorithms – Trickle and Mobile Agents, adapted for net-
work self-healing – in terms of resource consumption (i.e. commu-
nication bandwidth, message numbers and memory overheads) and
ability to recover the network from node failures. Results show that
the network can recover its topology, up to a maximum node failure
rate, provided that the remaining nodes were able to acquire the
necessary information about the network topology beforehand. To
ensure this, in the initial experiments we started removing nodes
only after an initial data-acquisition period estimated to suffice for
collecting knowledge of the entire network topology.

In further experiments we showed that the network could also
recover completely even if node failures started before nodes could
acquire local knowledge about the entire network topology. This is
possible because, by their nature, both data-collection algorithms ac-
quire local topological knowledge first, then extend this knowledge
progressively to the entire network. As the self-healing process
uses local topological information, the extended knowledge about
the entire network is superfluous. As previous work highlighted
the significant impact of network topology on the performance
of decentralised algorithms (e.g. data-collection [15]), experiments
were carried-out on a diverse selection of network topologies (i.e.
shown to make a difference in [15]).

Results show that while Mobile Agents are significantly lighter
in terms of bandwidth consumption, they consume more memory
and initiate more messages than Trickle during the data-collection
process. This makes Multi Agents more suitable for environments
where intended modifications of network topology are relatively
rare and limited, requiring limited knowledge re-acquisition efforts.
These insights allow system designers to select the most suitable
algorithm variant depending on their particular application context.

1Source code is available at: https://github.com/arleserp/NetworkRecoverySim
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