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#### Abstract

The Possible Winner (PW) problem, a fundamental algorithmic problem in computational social choice, concerns elections where voters express only partial preferences between candidates. A sequence of investigations led to a complete classification of the complexity of this problem for all pure positional scoring rules: the PW problem is in P for the plurality and veto rules, and NP-complete for all other such rules. The PW problem has also been studied on classes of restricted partial orders, such as partitioned partial orders and truncated partial orders; one of the findings is that there are positional scoring rules for which the complexity of the PW problem drops from NP-complete to P on such restricted partial orders. Here, we investigate the PW problem on partial chains, i.e., partial orders that consist of a total order on a subset of their domains. Such orders arise naturally in a variety of settings, including rankings of movies or restaurants. We classify the complexity of the PW problem on partial chains by establishing that, perhaps surprisingly, this restriction does not change the complexity of the problem. Specifically, we show that the PW problem on partial chains is NP-complete for all pure positional scoring rules other than the plurality rule and the veto rule, while, of course, for the latter two rules this problem remains in P .
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## 1 INTRODUCTION

Determining the winners in an election under various voting rules has been a mainstream topic of research in computational social choice. Ideally, each voter has a clear ranking among the candidates, from the most preferred one to the least preferred one. In reality, however, a voter may have only limited information about the candidates. When the set of candidates is extremely large, voters may have information only about a subset of the candidates. For example, consider the large collection of movies on Netflix; it is natural that each viewer has watched only a subset of the movies. The set of candidates can also change. Continuing the previous example, newly released movies may be added on Netflix. Other

[^0]similar scenarios include hiring faculty, where new candidates may be added to the pool and candidates who have accepted offers elsewhere withdraw. These scenarios translate to a voter providing only a partial order among the candidates that reflects the voter's incomplete preferences (for a survey, see [6]).

The problem of voting under partial information was introduced by Konzcac and Lang in [19], and was formalised via the notions of possible winners and necessary winners, where a candidate is a possible (necessary) winner if that candidate is a winner in at least one collection (respectively, in all collections) of linear orders that extend the partial orders in the collection provided by the voters. A thorough study of the complexity of the associated decision problems Possible Winner (PW) and Necessary Winner (NW) led to the classification of the complexity for all pure positional scoring rules [3, 4, 19, 22]. Specifically, the NW problem is in P with respect to all pure positional scoring rules, while the PW problem is in P with respect to the plurality and the veto rules, but it is NP-complete with respect to all other such rules.

More recently, the PW problem was studied on classes of restricted partial orders that arise in natural settings (for a survey, see [20]). These include doubly-truncated partial orders, where each voter linearly orders some top and bottom candidates, but expresses no preference for the ones in the middle; special cases of these partial orders are the top-truncated and the bottom-truncated partial orders. While no complete classification has been obtained for the PW problem under these restrictions, it was shown in $[1,5,11]$ that there are pure positional scoring rules, such as the 2-approval rule, for which the complexity of PW drops from NP-complete to P on doubly-truncated partial orders, while for others rules, such as the Borda count, PW remains NP-complete. The complexity of PW on a generalisation of doubly-truncated partial orders, called partitioned partial orders, was studied in [18]. A partial order is partitioned if its elements can be partitioned into disjoint sets with a linear order between the disjoint sets, but no preference between elements in each set. In [18], it was shown that, for all 2-valued rules (which contain $t$-approval, for every $t \geq 2$, as a special case) and the rule given by the scoring vector $(2,1, \ldots, 1,0)$ the complexity of PW on partitioned partial orders drops from NP-complete to $P$, but remains NP-complete for the Borda count.

The PW problem on a different restriction of partial orders was studied in [8] under the name the Possible coWinner with New Candidates problem. This models the setting of an election in which one or more candidates enter the race late; at that point, a complete ranking of the original candidates is available, but no new candidate has been ranked yet. The question is to tell whether a given original candidate is a possible winner when all (original and new) candidates are considered. In [8], it was shown that this problem is in P for the 2-approval rule and for the Borda count, but it is NP-complete for the $t$-approval rule, for each $t \geq 3$.

Summary of results. In this paper, we investigate the PW problem on a special kind of incomplete preferences, which we call partial chains. By definition, a partial chain is a partial order that consists of a total order on a non-empty subset of its domain. Partial chains arise naturally when the number of candidates is large and so each voter can rank only a subset of the candidates [7]. Consider, for example, the set of movies released in 2020. Most viewers have seen only a subset of these movies and, therefore, can only rank the movies they have seen. Moreover, the subset of movies may vary from viewer to viewer. Partial chains are the most fitting model for this type of scenario. Indeed, it might be the case that a voter will like a movie they have not seen so far more (or less) than any of the movies they have already seen. This state of affairs can be modelled by partial chains, but not by partitioned, doubly-truncated, top-truncated, or bottom-truncated partial orders.

Our main results is a complete classification of the complexity of the PW problem on partial chains: the problem is in P for plurality and veto, and it is NP-complete for all other positional scoring rules. This should be contrasted with the results about the restrictions of partial orders discussed earlier. Unlike partitioned partial orders, the complexity of PW for 2-approval does not drop to P when restricted to partial chains; also, unlike the partial orders in the Possible coWinner with New Candidates problem, the complexity of PW for the Borda count does not drop to P when restricted to partial chains. Note that our classification result implies the classification of the PW problem on arbitrary partial orders, but not the other way around. The proof of our classification theorem is rather compact and, in essence, uses only three reductions, all of which are from the 3-Dimensional Matching problem.

We also discuss the connection between the PW problem on partial chains and the Possible coWinner with New Candidates problem studied in [8]. By definition, a collection of partial chains is said to be uniform if all partial chains in the collection consist of a total order on the same non-empty subset of their domains. This is precisely the restriction obeyed by the collections of partial orders in [8]. Thus, the PW problem on uniform collections of partial chains coincides with the Possible coWinner with New Candidates problem (and when the number of the new candidates is part of the input). We note that, while some complexity results have been established, the complexity of the Possible coWinner with New Candidates problem remains unsettled for a large number of positional scoring rules.

## 2 PRELIMINARIES AND EARLIER WORK

A (strict) partial order on a set $C$ is a binary relation $>$ on $C$ that is irreflexive (i.e., $a \nsucc a$, for every $a \in C$ ) and transitive (i.e., $a>b$ and $b>c$ imply $a>c$, for all $a, b, c \in C$ ). A total order on $C$ is a partial order $>$ on $C$ such that $a=b$ or $a>b$ or $b>a$, for all $a, b \in C$.

Let $C=\left\{c_{1}, \ldots, c_{m}\right\}$ be a set of candidates and let $V=\left\{v_{1}, \ldots, v_{n}\right\}$ be a set of voters. A vote is a partial order on the set of candidates. A (complete) voting profile is a tuple $\mathrm{T}=\left(T_{1}, \ldots, T_{n}\right)$ of total orders on elements of $C$, where each $T_{l}$ represents the ranking (preference) of voter $v_{l}$ on the candidates in C. Similarly, a partial voting profile is a tuple $\mathbf{P}=\left(P_{1}, \ldots, P_{n}\right)$ of partial orders on $C$, where each $P_{l}$ represents the partial preferences of voter $v_{l}$ on the candidates in $C$. A completion of a partial voting profile $\mathbf{P}=\left(P_{1}, \ldots, P_{n}\right)$ is a complete
voting profile $\mathrm{T}=\left(T_{1}, \ldots, T_{n}\right)$ such that each $T_{l}$ is a completion of the partial order $P_{l}$, i.e., $T_{l}$ is a total order that extends $P_{l}$. Note that a partial voting profile may have exponentially many completions.

We focus on positional scoring rules, a widely studied class of voting rules. A positional scoring rule $r$ on a set of $m$ candidates is specified by a scoring vector $\mathbf{s}=\left(s_{1}, \ldots, s_{m}\right)$ of non-negative integers, called the score values, such that $s_{1} \geq s_{2} \geq \ldots \geq s_{m}$ and $s_{1}>s_{m}$. Suppose that $\mathrm{T}=\left(T_{1}, \ldots, T_{n}\right)$ is a total voting profile. The score $s\left(T_{l}, c\right)$ of a candidate $c$ on $T_{l}$ is the score value $s_{k}$ where $k$ is the position of candidate $c$ in $T_{l}$. The score of $c$ under the positional scoring rule $r$ on the total profile T is the $\operatorname{sum} s(T, c)=\sum_{l=1}^{n} s\left(T_{l}, c\right)$. A candidate $c$ is a winner if $c$ 's score is greater than or equal to the scores of all other candidates; similarly, $c$ is a unique winner if $c$ 's score is greater than the scores of all other candidates. The set of all winners is denoted by $\mathrm{W}(r, \mathrm{~T})$.

We consider positional scoring rules that are defined for every number $m$ of candidates. Thus, a positional scoring rule is an infinite sequence $s_{1}, s_{2}, \ldots, s_{m}, \ldots$ of scoring vectors such that each $s_{m}$ is a scoring vector of length $m$. Alternatively, a positional scoring rule is a function $r$ that takes as argument a pair $(m, s)$ of positive integers with $s \leq m$ and returns as value a non-negative integer $r(m, s)$ such that $r(m, 1) \geq r(m, 2) \ldots \geq r(m, m)$ and $r(m, 1)>r(m, m)$. We assume that the function $r$ is computable in time polynomial in $m$, hence the winners can be computed in polynomial time. Such a rule is pure if the scoring vector $s_{m+1}$ of length $(m+1)$ is obtained from the scoring vector $s_{m}$ of length $m$ by inserting a score value in some position of $s_{m}$, provided that the non-increasing order of score values is maintained. The plurality rule $(1,0, \ldots, 0)$, the veto rule $(1, \ldots, 1,0)$, the $t$-approval rule $(\underbrace{1, \ldots, 1}, 0, \ldots, 0)$ with a fixed $t \geq 2$, $t$
for $m>2$, and the Borda count $(m-1, m-2, \ldots, 1,0)$ are prominent pure positional scoring rules. We assume that each scoring vector $s_{m}$ is normalised, i.e., the score values are eventually 0 and the gcd of the non-zero score values is 1 ; this is not a restriction (see [17]).

Let $r$ be a voting rule and $\mathbf{P}$ a partial voting profile. The following notions were introduced by Konczak and Lang [19].

- The set $\mathrm{PW}(r, \mathbf{P})$ of the possible winners w.r.t. $r$ and $\mathbf{P}$ is the union of the sets $\mathrm{W}(r, \mathbf{T})$, where $\mathbf{T}$ varies over all completions of $\mathbf{P}$. Thus, a candidate $c$ is a possible winner w.r.t. $r$ and P , if $c$ is in the set $\mathrm{W}(r, \mathbf{T})$ of winners, for at least one completion $\mathbf{T}$ of $\mathbf{P}$.

The Possible Winner problem (PW) w.r.t. $r$ asks: given a set of candidates $C$, a partial profile $P$, and a distinguished candidate $c \in C$, is $c \in \operatorname{PW}(r, \mathbf{P})$ ?

- The set $\operatorname{NW}(r, \mathbf{P})$ of the necessary winners w.r.t. $r$ and $\mathbf{P}$ is the intersection of the sets $\mathrm{W}(r, \mathrm{~T})$, where T varies over all completions of $\mathbf{P}$. Thus, a candidate $c$ is a necessary winner w.r.t. $r$ and $P$, if $c$ is in the set $\mathrm{W}(r, \mathbf{T})$ of winners, for every completion $\mathbf{T}$ of $\mathbf{P}$.

The Necessary Winner problem (NW) w.r.t. $r$ asks: given a set of candidates $C$, a partial profile $P$, and a distinguished candidate $c \in C$, is $c \in \operatorname{NW}(r, \mathbf{P})$ ?
The notions of necessary unique winners and possible unique winners are defined in an analogous manner.

In [19], it was shown that if if $r$ is an arbitrary pure positional scoring rule, then the necessary winner problem NW w.r.t. $r$ is in P . The following classification theorem concerning the computational
complexity of the possible winner problem PW was established through a sequence of investigations.

Theorem 1. [Classification Theorem [3, 4, 19, 22]] The possible winner problem PW w.r.t. the plurality rule and the veto rule is in P. For all other pure positional scoring rules $r$, the possible winner problem PW is NP-complete. The same classification holds for the possible unique winner problem.

The proof of the above classification is rather involved; furthermore, the NP-hardness proofs of PW for various scoring rules use reductions from several different known NP-complete problems, including the problems 3-Dimensional Matching, 3-SAT, Exact 3-Cover, Hitting Set, and Multicoloured Cligues.

## 3 PW ON PARTIAL CHAINS

In this section, we present the main result of the paper.
Definition 1. A partial order on a set $C$ is said to be a partial chain if it consists of a linear order on a non-empty subset $C^{\prime}$ of $C$.

Let $C=\{a, b, c, d, e\}$ be a set of candidates. Clearly, every total order on $C$ is a partial chain. Two other examples of partial chains on $C$ are $a>d>c$ and $d>a>c>b$.

Definition 2. We write PW-PC to denote the restriction of the PW problem to partial chains. More precisely, the PW-PC problem with respect to a positional scoring rule $r$ asks: given a set of candidates $C$, a partial profile $\mathbf{P}$ in which every partial order $P_{l}, 1 \leq l \leq n$, is a partial chain, and a distinguished candidate $c \in C$, is $c \in \operatorname{PW}(r, \mathbf{P})$ ?

Since PW-PC is a special case of PW, Theorem 1 implies that if $r$ is the plurality rule or the veto rule, then the PW-PC problem with respect to $r$ is in P . The main result of this paper asserts that these are the only tractable cases, and thus it yields a classification of the PW-PC problem.

Theorem 2. Let $r$ be a pure positional scoring rule other than the plurality and the veto rules. Then the PW-PC problem with respect to $r$ is NP-complete.

Note that our Theorem 2 implies Theorem 1, but not the other way around.

### 3.1 Proof outline of Theorem 2

This section contains an outline of the proof of Theorem 2.
NP-complete problem used. As mentioned earlier, the NPcompleteness of PW for rules other than plurality and veto in Theorem 1 was established via reductions from a variety of well known NP-complete problems. Furthermore, none of these reductions used partial chains in the PW-instances constructed. Here, we will establish the NP-hardness of PW-PC for rules other than plurality and veto via reductions from a single well known NP-complete problem, namely, the 3-Dimensional Matching (3DM) Problem (Problem [SP1] in [16]). The problem asks: given three disjoint sets $\mathcal{X}=\left\{x_{1}, \ldots, x_{q}\right\}, \mathcal{Y}=\left\{y_{1}, \ldots, y_{q}\right\}, \mathcal{Z}=\left\{z_{1}, \ldots, z_{q}\right\}$ of the same size, and a set $\mathcal{S}=\left\{S_{i} \in \mathcal{X} \times \mathcal{Y} \times \mathcal{Z} \mid 1 \leq i \leq \tau\right\}$, is there a subset $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ such that $\left|\mathcal{S}^{\prime}\right|=q$ and $\mathcal{S}^{\prime}$ does not contain two different triples that agree in at least one of their coordinates?

Grouping of pure positional scoring rules. In Theorem 1, the NP-hardness of PW with respect to rules other than plurality
and veto was established by considering either groups of rules with similar characteristics [22] or individual rules, such as the rule with scoring vectors of the form $(2,1, \ldots, 1,0)[3]$. Here, we will establish the NP-hardness of PW-PC with respect to pure positional scoring rules other than plurality and veto by grouping these rules into bounded rules and unbounded rules.

Definition 3. Let $r$ be a pure positional scoring rule.

- We say that $r$ is $p$-valued, where $p$ is a positive integer greater than 1 , if there exists a positive integer $n_{0}$ such that for all $m \geq n_{0}$, the scoring vector $s_{m}$ of $r$ contains exactly $p$ distinct values.
- We say that $r$ is bounded if $r$ is $p$-valued, for some $p>1$; otherwise, $r$ is unbounded.

Clearly, the plurality rule, the veto rule, and the $t$-approval rule for each fixed $t \geq 2$, are 2 -valued rules. Other examples include rules of the form $(1, \ldots, 1,0, \ldots, 0)$, where the number of positions with score value 1 is not fixed across all scoring vectors. Furthermore, the rule with scoring vectors of the form $(2,1, \ldots, 1,0)$ is 3 -valued, while the Borda count ( $m-1, m-2, \ldots, 0$ ) is an unbounded rule. Unlike the Borda count, an unbounded scoring rule may have score values that are not decreasing at the same rate or may have arbitrarily long repeating score values.

Main Steps. The technical cornerstones of the proof of Theorem 2 are three polynomial-time reductions from the 3DM problem to the PW-PC problem w.r.t. the following types of scoring rules:

- 2-approval (extended to all 2-valued rules other than plurality and veto);
- 3-valued rules (extended to all $p$-valued rules with $p>3$ );
- unbounded scoring rules.

In each reduction, we are given a 3DM instance ( $\mathcal{X}, \boldsymbol{y}, \mathcal{Z}, \mathcal{S}$ ) where $\mathcal{S}=\left\{S_{1}, \ldots, S_{\tau}\right\} \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ such that $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, for $1 \leq i \leq \tau$. The reduction produces a PW-PC instance consisting of set $C$ of candidates, a partial profile, and a distinguished candidate $c \in C$. The partial profile we construct from the 3DM instance has two parts. The first part is a set of partial chains (which are not total orders) that encode the given instance of the 3DM problem. It is worth pointing out that these partial chains have at most two candidates "missing". The high-level idea of the construction is as follows. In order for the candidate $c$ to win in some completion of this partial profile, some other candidates have to lose points. Suppose $c^{\prime}$ is one such candidate. To lose points, $c^{\prime}$ has to be in a higher position. Whenever $c^{\prime}$ is in a higher position, a few other candidates are "pushed up" to lower positions, and they gain points. The score of these candidates are set in such a way that they can be "pushed up" only once. We set the specific scores for every candidate using the second part of the partial profile, which consists of a total profile. These votes, which fulfil certain properties, can be constructed in time polynomial in the number of candidates using a result similar to Lemma 4.2 in [2]; we note that variants of that lemma have been used in the literature [12-15, 18]. Here, we prove the following variant of Lemma 4.2 in [2] and then use it in all our reductions of 3DM to PW-PC.

In what follows, for a scoring vector $\left(s_{1}, \ldots, s_{m}\right)$ and for every $j$ with $1 \leq j \leq m-1$, we define $\delta_{j}=s_{j}-s_{j+1}$. For two profiles $\boldsymbol{P}=\left(P_{1}, \ldots, P_{n_{1}}\right)$ and $\boldsymbol{Q}=\left(Q_{1}, \ldots, Q_{n_{2}}\right)$, we write $\boldsymbol{P} \cup \boldsymbol{Q}$ to denote the profile $\left(P_{1}, \ldots, P_{n_{1}}, Q_{1}, \ldots, Q_{n_{2}}\right)$.

Table 1: Values of $R$ for Theorem 3.

| Components of $\boldsymbol{R}$ | Candidate |
| :---: | :---: |
| $R_{c^{\prime}}=1-\left(s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | for all $c^{\prime} \in X \cup Y$ |
| $R_{z_{i}}=-1-\left(s\left(\boldsymbol{P}^{\prime}, z_{i}\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | for $1 \leq i \leq q$ |
| $R_{d_{1}}=-q-\left(s\left(\boldsymbol{P}^{\prime}, d_{1}\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | $d_{1}$ |

Lemma 1. Given a set $C=\left\{c_{1}, \ldots, c_{m}\right\}$ and a singleton $D=\{d\}$ of candidates, a scoring vector $s$ of length $m+1$, and for every $c_{i}$, a list of integers $\eta_{i, 1}, \ldots, \eta_{i, m}$ with $\sum_{j=1}^{m}\left|\eta_{i, j}\right| \leq O\left(m^{4}\right)$, one can construct, in time polynomial in $m$, a total voting profile $Q$ and a $\lambda_{Q} \in \mathbb{N}$ such that, for $1 \leq i \leq m$, the score $s\left(Q, c_{i}\right)=\lambda_{Q}+R_{i}$, where $R_{i}=\sum_{j=1}^{m} \eta_{i, j} \delta_{j}$ and $s(Q, d)<\lambda_{Q}$. In particular, the number of votes in the profile $\boldsymbol{Q}$ is polynomial in $m$.

In all the reductions from 3DM to PW-PC, for each $c_{i} \in C$, the value $R_{i}$ will be of the form $R_{i}=\sum_{k=1}^{m} l_{k} \delta_{k}+\sum_{k=1}^{m+1} h_{k} s_{k}$, where $\sum_{k=1}^{m} l_{k} \leq O(m)$, and each $\sum_{k=1}^{m+1} h_{k} \leq \tau \leq O\left(m^{3}\right)$ with $\tau=|\mathcal{S}|$ in the 3DM instance. Since, for $1 \leq k \leq m$, the score value $s_{k}=\left(\delta_{k}+\ldots+\delta_{m}\right)$, and $s_{m}=0$, we have that $R_{i}=\sum_{k=1}^{m} l_{k} \delta_{k}+$ $\sum_{k=1}^{m} h_{k}\left(\sum_{l=k}^{m} \delta_{l}\right)$. From this, it follows that $R_{i}=\sum_{j=1}^{m} \eta_{i, j} \delta_{j}$, where each $\eta_{i, j}$ is the sum of suitable $l_{k}$ 's and $h_{k}$ 's.

In our reductions, the candidates corresponding to the elements of the sets in 3DM are called element candidates. For a set $S$, we write $\vec{S}$ to denote an arbitrary total order on $S$. For $c_{i}, c_{j} \in S$, we write $c_{j}>c_{i}$ in $\vec{S}$ to denote that $c_{i}$ is in a higher position than $c_{j}$ in the total order.

### 3.2 Hardness of PW-PC w.r.t. 2-approval

We reduce 3DM to PW-PC w.r.t. 2-approval. The reduction can be easily generalised for all two-valued scoring rules.

Theorem 3. PW-PC w.r.t. 2-approval is NP-complete.
Proof. We reduce a 3 DM -instance $(\mathcal{X}, \boldsymbol{y}, \mathcal{Z}, \mathcal{S})$ to a PW-PCinstance. The set of candidates is $C=X \cup Y \cup Z \cup\left\{c, d_{1}, w\right\}$, where the sets $X, Y$, and $Z$ consist of candidates corresponding to the elements of the sets $\mathcal{X}, \boldsymbol{y}$, and $\mathcal{Z}$. Let $m=|C|=3 q+3$ and $c$ be the distinguished candidate. We construct the partial profile in two parts. For each $S_{i} \in \mathcal{S}$ where $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, let $C_{i}^{\prime}=$ $C \backslash\left(\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right\} \cup\left\{d_{1}\right\}\right)$ and let $\overrightarrow{C_{i}^{\prime}}$ be such that $c>w$ in $\overrightarrow{C_{i}^{\prime}}$. Define the total orders $p_{i}^{\prime}$ and the partial chains $p_{i}$, where

$$
\begin{aligned}
& p_{i}^{\prime}=x_{i_{1}}>y_{i_{2}}>z_{i_{3}}>d_{1}>\overrightarrow{C_{i}^{\prime}} \\
& p_{i}=x_{i_{1}}>y_{i_{2}}>\overrightarrow{C_{i}^{\prime}}
\end{aligned}
$$

Let $\boldsymbol{P}=\bigcup_{i=1}^{\tau} p_{i}$ and $\boldsymbol{P}^{\prime}=\bigcup_{i=1}^{\tau} p_{i}^{\prime}$. Observe that each $p_{i}^{\prime}$ extends $p_{i}$. Let $s\left(\boldsymbol{P}^{\prime}, c\right)=\lambda_{P^{\prime}}=0$. Since $w$ is in a position greater $c$ in all the votes of $\boldsymbol{P}^{\prime}$, we have $s\left(\boldsymbol{P}^{\prime}, w\right)=\lambda_{\boldsymbol{P}^{\prime}}$. Let $\{w\}$ be the set $D$ required in Lemma 1 and $\mathbf{R}$ be as in Table 1. Recall that $R_{c}=0$. Let $\lambda_{P^{\prime}}+\lambda_{Q}=\lambda$. By Lemma 1, there exist a $\lambda_{Q} \in \mathbb{N}$ and a total profile $Q$ which can be constructed in time polynomial in $m$ and such that the scores of the candidates in the profile $P^{\prime} \cup Q$ are as in Table 2. Let $P \cup Q$ be the partial profile of the PW-UPC instance. This completes the reduction.

Table 2: Score values of the candidates in Theorem 3.

| Candidate | Score |
| :---: | :--- |
| $\forall c^{\prime} \in X \cup Y$, | $s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)+s\left(Q, c^{\prime}\right)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup Q, c^{\prime}\right)$ | $=\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)-\lambda_{P^{\prime}}+\lambda_{Q}+R_{c^{\prime}}$ |
|  | $=\lambda+1$. |
| $\forall z \in Z$, | $s\left(\boldsymbol{P}^{\prime}, z\right)+s(\boldsymbol{Q}, z)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup Q, z\right)$ | $=\lambda_{\boldsymbol{P}^{\prime}+s\left(\boldsymbol{P}^{\prime}, z\right)-\lambda_{P^{\prime}}+\lambda_{Q}+R_{z}}$ |
|  | $=\lambda-1$. |
| $s\left(\boldsymbol{P}^{\prime} \cup Q, c\right)$ | $s\left(\boldsymbol{P}^{\prime}, c\right)+s(Q, c)=\lambda_{P^{\prime}}+\lambda_{Q}=\lambda$. |
| $s\left(\boldsymbol{P}^{\prime} \cup Q, d_{1}\right)$ | $s\left(\boldsymbol{P}^{\prime}, d_{1}\right)+s\left(\boldsymbol{Q}, d_{1}\right)$ |
|  | $=\lambda_{P^{\prime}+s\left(\boldsymbol{P}^{\prime}, d_{1}\right)-\lambda_{P^{\prime}}+\lambda_{Q}+R_{d_{1}}}$ |
|  | $=\lambda-q$. |
| $s\left(\boldsymbol{P}^{\prime} \cup Q, w\right)$ | $s\left(\boldsymbol{P}^{\prime}, w\right)+s(Q, w)<\lambda_{P^{\prime}}+\lambda_{Q}<\lambda$. |

( $\Longleftarrow)$ Assume that the PW-PC instance is positive. Therefore, there exists a total profile $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$ such that: for all $1 \leq i \leq \tau$, we have $p_{i}^{*}$ extends $p_{i} ; c$ is a possible winner and has score $\lambda$. When we say that a candidate "gains" or "loses" points, it is in relation to the complete profile $P^{\prime}$ in the reduction. For $1 \leq i \leq q$, each element candidate $x_{i}$ in $X$, has to lose at least one point. Since a candidate can lose at most one point in any vote, let $p_{k_{i}}^{*}$ be the vote in which the element candidate $x_{i}$ loses a point, where $1 \leq i \leq q$. Let $K=\left\{k_{i} \mid 1 \leq i \leq q\right\}$. Observe that in all the $q$ votes in $K$, both $d_{1}$ and an element candidate from $Z$ must be in the top two positions. Without loss of generality, assume that, in these $q$ votes, candidate $d_{1}$ is in the first position and the element candidate from $Z$ is in the second position. Therefore, candidate $d_{1}$ gains a total of $q$ points. Since each $z \in Z$ can gain at most a point, the element candidate of $Z$ in the second position in each of the above $q$ votes must be distinct, i.e., no two votes in $K$ have the same element candidate of $Z$ in the second position. By construction, candidates $d_{1}$ and $z$ cannot gain any more points. Since $c$ is a possible winner, it must be the case that each of the $q$ element candidates in $Y$ also lost at least a point each in the $q$ votes in $K$. Therefore, the element candidates of $Y$ in the $q$ votes in $K$ must be distinct. It follows that the set $\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}} \mid i \in K\right\}$ must form a cover of $\mathcal{X} \cup \mathcal{Y} \cup \mathcal{Z}$.
$(\Longrightarrow)$ Assume that there exists a cover $\mathcal{S}^{\prime}$ of the 3DM instance where $\left|\mathcal{S}^{\prime}\right|=q$. Let $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$ where

$$
\begin{aligned}
& p_{i}^{*}: d_{1}>z_{i_{3}}>x_{i_{1}}>y_{i_{2}}>\overrightarrow{C_{i}^{\prime}} \text { if } S_{i} \in \mathcal{S}^{\prime} \\
& p_{i}^{*}: x_{i_{1}}>y_{i_{2}}>z_{i_{3}}>d_{1}>\overrightarrow{C_{i}^{\prime}} \text { if } S_{i} \notin \mathcal{S}^{\prime}
\end{aligned}
$$

The scores of the candidates in the profile $P^{*} \cup Q$ are as follows:

- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, x\right)=s\left(\boldsymbol{P}^{*}, x\right)+s(\boldsymbol{Q}, x)=s\left(\boldsymbol{P}^{\prime}, x\right)-1+s(\boldsymbol{Q}, x)=$ $\left(\lambda_{P^{\prime}}+s\left(P^{\prime}, x\right)-\lambda_{P^{\prime}}\right)-1+\left(\lambda_{Q}+R_{x}\right)=\lambda$, for all $x \in X$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, y\right)=s\left(\boldsymbol{P}^{*}, y\right)+s(\boldsymbol{Q}, y)=s\left(\boldsymbol{P}^{\prime}, y\right)-1+s(Q, y)=$ $\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, y\right)-\lambda_{P^{\prime}}\right)-1+\left(\lambda_{Q}+R_{y}\right)=\lambda$, for all $y \in Y$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, z\right)=s\left(\boldsymbol{P}^{*}, z\right)+s(\boldsymbol{Q}, z)=s\left(\boldsymbol{P}^{\prime}, z\right)+1+s(\boldsymbol{Q}, z)=$ $\left(\lambda_{P^{\prime}}+s\left(P^{\prime}, z\right)-\lambda_{P^{\prime}}\right)+1+\left(\lambda_{Q}+R_{z}\right)=\lambda$, for all $z \in Z$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, c\right)=s\left(\boldsymbol{P}^{*}, c\right)+s(\boldsymbol{Q}, c)=s\left(\boldsymbol{P}^{\prime}, c\right)+s(\boldsymbol{Q}, c)=\lambda$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, d_{1}\right)=s\left(\boldsymbol{P}^{*}, d_{1}\right)+s\left(\boldsymbol{Q}, d_{1}\right)=s\left(\boldsymbol{P}^{\prime}, d_{1}\right)+q+s\left(\boldsymbol{Q}, d_{1}\right)=$ $\left(\lambda_{P^{\prime}}+s\left(P^{\prime}, d_{1}\right)-\lambda_{P^{\prime}}\right)+q+\left(\lambda_{Q}+R_{d_{1}}\right)=\lambda ;$
- $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, w\right)=s\left(\boldsymbol{P}^{\prime}, w\right)+s(\boldsymbol{Q}, w)<\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{Q}<\lambda$.

Therefore, $c$ is a possible winner.

We contrast the above hardness result with Theorem 2 in [9] which tells that, when restricted to uniform collections of partial chains, PW w.r.t. 2-approval is in P. This is not a contradiction since uniform collections of partial chains are a restriction of partial chains (see Section 4 for details).

The hardness of PW-PC w.r.t. $t$-approval, $t \geq 3$, follows from the results in [9]. There are, however, 2-valued rules that are different from $t$-approval, for every fixed $t$. As an example, consider the rule with scoring vectors $s_{2 m}=(\underbrace{1, \ldots, 1}_{m}, \underbrace{0, \ldots, 0}_{m})$ and $\mathbf{s}_{2 m+1}=$ $(\underbrace{1, \ldots, 1}_{m+1}, \underbrace{0, \ldots, 0}_{m})$, where $m \geq 1$. Notice that in this rule the number of positions with score value 1 is not fixed (unlike $t$-approval). Furthermore, an arbitrary 2 -valued scoring rule can have score values other than one and zero. Our reduction for 2-approval can be easily generalised to cover all such rules.

Theorem 4. If $r$ is a 2 -valued rule, then PW-PC w.r.t. $r$ is NPcomplete.

Proof. (Hint) Let the scoring vector be $(\underbrace{a_{1}, \ldots, a_{1}}, 0,0, \ldots, 0)$.
$t$
We reduce a 3 DM -instance $(\mathcal{X}, \boldsymbol{y}, \mathcal{Z}, \mathcal{S})$ to a PW-PC-instance. The set $C$ of candidates is $C=X \cup Y \cup Z \cup\left\{c, d_{1}, w\right\}$, where the sets $X, Y$, and $Z$ consist of candidates corresponding to the elements of the sets $\mathcal{X}, \mathcal{Y}$, and $\mathcal{Z}$. Let $m=|C|=3 q+3$ and let $c$ be the distinguished candidate. We construct the partial profile in two parts. For each $S_{i}$, define the total orders $p_{i}^{\prime}$ such that candidates $x_{i_{1}}$ and $y_{i_{2}}$ are in positions $t-1$ and $t$ respectively, while candidates $z_{i_{3}}$ and $d$ are in positions $t+1$ and $t+2$, respectively, and the partial chains $p_{i}$ as follows

$$
\begin{aligned}
p_{i}^{\prime} & =\overrightarrow{C_{i}^{1}}>x_{i_{1}}>y_{i_{2}}>z_{i_{3}}>d_{1}>\overrightarrow{C_{i}^{2}} \\
p_{i} & =\overrightarrow{C_{i}^{1}}>x_{i_{1}}>y_{i_{2}}>\overrightarrow{C_{i}^{2}}
\end{aligned}
$$

where $C_{i}^{1}$ and $C_{i}^{2}$ are partitions of $C \backslash\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}, d_{1}\right\}$ such that $\left|C_{i}^{1}\right|=t-2$ and $C_{i}^{2}=C \backslash\left(C_{i}^{1} \cup\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}, d_{1}\right\}\right)$. Since $2 \leq t \leq$ $(m-2)$, the positions $(t-1), t,(t+1)$, and $(t+2)$ are well defined. Let $P=\bigcup_{i=1}^{\tau} p_{i}$ and $P^{\prime}=\bigcup_{i=1}^{\tau} p_{i}^{\prime}$. Observe that, for $1 \leq i \leq \tau$, each $p_{i}^{\prime}$ extends $p_{i}$.

Consider the set $C=X \cup Y \cup Z \cup\left\{c, d_{1}\right\} \cup\{w\}$. Let $\{w\}$ be the set $D$ required in Lemma 1 and $\mathbf{R}$ be as follows.

- $R_{x_{i}}=a_{1}-\left(s\left(\boldsymbol{P}^{\prime}, x_{i}\right)-\lambda_{P^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{y_{i}}=a_{1}-\left(s\left(P^{\prime}, y_{i}\right)-\lambda_{P^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{z_{i}}=-a_{1}-\left(s\left(P^{\prime}, z_{i}\right)-\lambda_{P^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{d_{1}}=-q a_{1}-\left(s\left(P^{\prime}, d_{1}\right)-\lambda_{P^{\prime}}\right)$.
- $R_{c}=0$.

By the lemma, there exists a $\lambda_{Q} \in \mathbb{N}$ and a total profile $Q$ that can be constructed in time polynomial in $m$ in which the score of a candidate $c^{\prime} \in C$ is $\lambda_{Q}+R_{c^{\prime}}$. Let $P \cup Q$ be the partial profile of the PW-PC instance. This completes the reduction. Due to limited space, we defer the proof of correctness.

### 3.3 Hardness of $p$-valued rules, for $p \geq 3$

In this section, we prove NP-completeness of $p$-valued positional scoring rules, for $p \geq 3$. Consider a $p$-valued rule, where $p \geq 3$,
with a size $m$ scoring vector containing the values $a_{1}>a_{2}>\ldots>$ $a_{p}$. We define, for $1 \leq j \leq p$, a function $\ell(m, j)$ that returns the number of times the score value $a_{j}$ repeats in the scoring vector. Schematically, a scoring vector of a $p$-valued rule, where $p \geq 3$, can be represented as $(\underbrace{a_{1}, \ldots, a_{1}}_{\ell(m, 1)}, \underbrace{a_{2}, \ldots, a_{2}}_{\ell(m, 2)}, \ldots, \underbrace{a_{p}, \ldots, a_{p}}_{\ell(m, p)})$.

The following proposition follows from the purity of the scoring rules considered in this paper.

Proposition 1. Let $r$ be a $p$-valued scoring rule. For all positive integers $\gamma$, there exists a length $m \leq \gamma p$ such that, in the scoring vector $s_{m}$, there exists $1 \leq u \leq p$ such that $\ell(m, u)=\gamma$.

Theorem 5. PW-PC w.r.t. p-valued rules, for $p \geq 3$, is NP-complete.

Proof. (Outline) Let $\mathcal{I}=(\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{S})$ be a 3DM instance where $\mathcal{S}=\left\{S_{1}, \ldots S_{\tau}\right\} \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ such that $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, for $1 \leq i \leq \tau$, and $|\mathcal{X}|=|\boldsymbol{Y}|=|\mathcal{Z}|=q$. Let $r$ be the $p$-valued scoring rule which has scoring vectors with blocks of repeating score values. More precisely, in the scoring vector of length $m$, the score value $a_{j}$ repeats $\ell(m, j)$ times, for $1 \leq j \leq p$. Let $\delta_{j}=a_{j}-a_{j+1}$, for $1 \leq j<p$. Let $\gamma=3 q$. By Proposition 1 , there is a number $m \leq 3 q p$ such that in the scoring vector $s_{m}$, there exists $1 \leq u \leq p$ such that the block of repeating score value $a_{u}$ has length $\ell(m, u)=3 q$. We consider the following three cases:
Case 1. $u=1$;
Case 2. $u=p$;
Case 3. $1<u<p$.
We outline the construction for Case 1 . The set of candidates is $C=X \cup Y \cup Z \cup\{c, w\} \cup H$, where $c$ is the distinguished candidate, the sets $X, Y$, and $Z$ comprise of candidates corresponding to the elements of the sets $\mathcal{X}, \boldsymbol{Y}$ and $\mathcal{Z}$. The set $H$ consists of dummy candidates such that $|H|=m-3 q-2$. We construct a partial profile in two parts. For each $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, let $C_{i}^{\prime}=C \backslash\left(\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right\} \cup\right.$ $H)$. Let $\overrightarrow{C_{i}^{\prime}}$ be such that candidate $c$ is ranked lower than $w$, i.e., we have $c>w$. Let $H_{1} \subseteq H$ such that $\left|H_{1}\right|=\ell(m, 2)-1$ and $H^{\prime}=H \backslash H_{1}$. Define the total orders $p_{i}^{\prime}$ and the partial chains $p_{i}$, where

$$
\begin{aligned}
& p_{i}^{\prime}=\overrightarrow{C_{i}^{\prime}}>x_{i_{1}}>y_{i_{2}}>\overrightarrow{H_{1}}>z_{i_{3}}>\overrightarrow{H^{\prime}} \\
& p_{i}=\overrightarrow{C_{i}^{\prime}}>y_{i_{2}}>\overrightarrow{H_{1}}>z_{i_{3}}>\overrightarrow{H^{\prime}} .
\end{aligned}
$$

Let $\boldsymbol{P}=\bigcup_{i=1}^{\tau} p_{i}$ and $\boldsymbol{P}^{\prime}=\bigcup_{i=1}^{\tau} p_{i}^{\prime}$. Observe that, for $1 \leq i \leq \tau$, each $p_{i}^{\prime}$ extends $p_{i}$. Let $s\left(\boldsymbol{P}^{\prime}, c\right)=\lambda_{P^{\prime}}$. Since $w$ is placed at a position greater $c$ in all the votes of $\boldsymbol{P}^{\prime}$, we have $s\left(\boldsymbol{P}^{\prime}, w\right)<\lambda_{\boldsymbol{P}^{\prime}}$.

Consider $C=X \cup Y \cup Z \cup\{c\} \cup H \cup\{w\}$. Let $\{w\}$ be the set $D$ required in Lemma 1 and $\mathbf{R}$ be as follows.

- $R_{x_{i}}=\delta_{1}+\delta_{2}-\left(s\left(\boldsymbol{P}^{\prime}, x_{i}\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{y_{i}}=-\delta_{1}-\left(s\left(P^{\prime}, y_{i}\right)-\lambda_{P^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{z_{i}}=-\delta_{2}-\left(s\left(P^{\prime}, z_{i}\right)-\lambda_{P^{\prime}}\right)$, for $1 \leq i \leq q$.
- $R_{c}=0$.
- $R_{h}=0-\left(s\left(\boldsymbol{P}^{\prime}, h\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$, for all $h \in H$.

By Lemma 1, there exists a $\lambda_{Q} \in \mathbb{N}$ and a total profile $Q$ which can be constructed in time polynomial in $m^{\prime}$ such that the scores of the candidates in the profile $P^{\prime} \cup Q$ are as follows. Let $\lambda_{P^{\prime}}+\lambda_{Q}=\lambda$.

- For all $x \in X$, we have $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, x\right)=s\left(\boldsymbol{P}^{\prime}, x\right)+s(\boldsymbol{Q}, x)$

$$
=\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, x\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{x}\right)=\lambda+\delta_{2}+\delta_{1}
$$

- For all $y \in Y$, we have $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, y\right)=s\left(\boldsymbol{P}^{\prime}, y\right)+s(\boldsymbol{Q}, y)$

$$
=\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, y\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{y}\right)=\lambda-\delta_{1}
$$

- For all $z \in Z$, we have $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, z\right)=s\left(\boldsymbol{P}^{\prime}, z\right)+s(\boldsymbol{Q}, z)$

$$
=\left(\lambda_{P^{\prime}}+s\left(P^{\prime}, z\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{z}\right)=\lambda-\delta_{2}
$$

- $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, c\right)=s\left(\boldsymbol{P}^{\prime}, c\right)+s(\boldsymbol{Q}, c)=\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{\boldsymbol{Q}}=\lambda$.
- For all $h \in H$, we have
$s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, h\right)=s\left(\boldsymbol{P}^{\prime}, h\right)+s(\boldsymbol{Q}, h)=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, h\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+$ $\left(\lambda_{Q}+R_{h}\right)=\lambda$.
- $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, w\right)=s\left(\boldsymbol{P}^{\prime}, w\right)+s(\boldsymbol{Q}, w)<\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{Q}<\lambda$.

Let $P \cup Q$ be the partial profile of the $P W-P C$ instance. This completes the reduction.
$(\Longrightarrow)$ Let $(\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{S})$ be a positive instance of 3 DM . Let $\mathcal{S}^{\prime} \subseteq \mathcal{S}$ be the cover. Recall that $\left|\mathcal{S}^{\prime}\right|=q$. Let $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$, where each $p_{i}^{*}$, an extension of $p_{i}$, is defined as follows

$$
\begin{aligned}
& p_{i}^{*}=\overrightarrow{C_{i}^{\prime}}>y_{i_{2}}>\overrightarrow{H_{1}}>z_{i_{3}}>x_{i_{1}}>\overrightarrow{H^{\prime}} \text { if } S_{i} \in \mathcal{S}^{\prime} \\
& p_{i}^{*}=\overrightarrow{C_{i}^{\prime}}>x_{i_{1}}>y_{i_{2}}>\overrightarrow{H_{1}}>z_{i_{3}}>\overrightarrow{H^{\prime}} \text { if } S_{i} \notin \mathcal{S}^{\prime}
\end{aligned}
$$

The scores of the candidates in the profile $P^{*} \cup Q$ are as follows:

- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, \boldsymbol{x}\right)=s\left(\boldsymbol{P}^{*}, x\right)+s(\boldsymbol{Q}, \boldsymbol{x})=$ $s\left(\boldsymbol{P}^{\prime}, x\right)-\left(\delta_{2}+\delta_{1}\right)+s(\boldsymbol{Q}, x)=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, x\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)-\left(\delta_{2}+\right.$ $\left.\delta_{1}\right)+\left(\lambda_{Q}+R_{x}\right)=\lambda$, for all $x \in X$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, y\right)=s\left(\boldsymbol{P}^{*}, y\right)+s(\boldsymbol{Q}, y)=s\left(\boldsymbol{P}^{\prime}, y\right)+\delta_{1}+s(\boldsymbol{Q}, y)=$ $\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, y\right)-\lambda_{P^{\prime}}\right)+\delta_{1}+\left(\lambda_{Q}+R_{y}\right)=\lambda$, for all $y \in Y$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, z\right)=s\left(\boldsymbol{P}^{*}, z\right)+s(\boldsymbol{Q}, z)=s\left(\boldsymbol{P}^{\prime}, z\right)+\delta_{2}+s(\boldsymbol{Q}, z)=$ $\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, z\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\delta_{2}+\left(\lambda_{Q}+R_{z}\right)=\lambda$, for all $z \in Z$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, c\right)=s\left(\boldsymbol{P}^{*}, c\right)+s(\boldsymbol{Q}, c)=s\left(\boldsymbol{P}^{\prime}, c\right)+s(\boldsymbol{Q}, c)=\lambda$;
- $s\left(\boldsymbol{P}^{*} \cup \boldsymbol{Q}, c^{\prime}\right)=s\left(\boldsymbol{P}^{*}, c^{\prime}\right)+s\left(\boldsymbol{Q}, c^{\prime}\right)=s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)+0+s\left(\boldsymbol{Q}, c^{\prime}\right)=$ $\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)-\lambda_{P^{\prime}}\right)+0+\left(\lambda_{Q}+R_{c^{\prime}}\right)=\lambda$, for all $c^{\prime} \in H$;
- $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, w\right)=s\left(\boldsymbol{P}^{\prime}, w\right)+s(\boldsymbol{Q}, w)<\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{Q}<\lambda$.

Therefore, $c$ is a possible winner.
$(\Longleftarrow)$ We outline the proof of correctness of the reduction for Case 1. Given a 3 DM -instance $(\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{S})$, construct a PW-PCinstance where $C$ is the set of candidates, $P \cup Q$ is the partial profile, and $c$ is the distinguished candidate according to the above reduction. Assume that the PW-PC-instance $(C, P \cup Q, c)$ is a positive one. Thus, there exists a total profile $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$ such that for all $1 \leq i \leq \tau$, the vote $p_{i}^{*}$ extends $p_{i}$ and $c$ is a possible winner. Observe that the score of $c$ is $\lambda$ in all extensions of the partial orders.

When we say that a candidate "gains" or "loses" points, it is in relation to the complete profile $P^{\prime}$ in the reduction. For $1 \leq i \leq q$, each element candidate $x_{i}$ in $X$, has to lose at least $\left(\delta_{2}+\delta_{1}\right)$ points. Therefore, it has to be in a position greater than $\ell(m, 1)$ in at least one vote. Assume, for now, that each $x_{i}$ loses at least $\left(\delta_{2}+\delta_{1}\right)$ points in one vote, i.e., it is in a position greater than or equal to $\ell(m, 1)+\ell(m, 2)$. Let these $q$ votes be $p_{k_{1}}, \ldots, p_{k_{q}}$ where $1 \leq k_{i} \leq b$ and $K=\left\{k_{i} \mid 1 \leq i \leq q\right\}$. For each $i \in K$, in the completion $p_{i}^{*}$, the element candidate $x_{i_{1}}$ loses the points (and, therefore, is in position greater than $\ell(m, 1)+\ell(m, 2)$ ), candidates $z_{i_{3}}$ and $y_{i_{2}}$ gain $\delta_{1}$ and $\delta_{2}$ points respectively.

By construction, each element candidate of $Y$ can gain at most $\delta_{1}$ points, and each element candidate of $Z$ can gain at most $\delta_{2}$ points.

Table 3: Values of $R$ for Theorem 6.

| Components of $\boldsymbol{R}$ | Candidate |
| :---: | :---: |
| $R_{c^{\prime}}=-1-\left(s\left(\boldsymbol{P}^{\prime}, c^{\prime}\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | for all $c^{\prime} \in X \cup Y \cup Z$ |
| $R_{g}=4 q-\left(s\left(\boldsymbol{P}^{\prime}, g\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | $g$ |
| $R_{d}=-q-\left(s\left(\boldsymbol{P}^{\prime}, d\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)$ | $d$ |

Moreover, there are no votes where these element candidates can lose points. Therefore, the element candidates of $Y$ and the element candidates of $Z$, which gain points in the $q$ votes in $K$ must be distinct. We had assumed that each element candidate of $X$ loses at least $\left(\delta_{2}+\delta_{1}\right)$ points in one vote. Observe that whenever $x \in X$ is in a position greater than $\ell(m, 1)$, an element candidate of $Y$ gains the maximum points it can without defeating $c$, i.e., $\delta_{1}$ points. Since there are $q$ element candidates in $X$ and $q$ element candidates in $Y$, every time an element candidate of $Y$ gains $\delta_{1}$ points, an element candidate of $X$ must lose at least $\left(\delta_{1}+\delta_{2}\right)$ points. The remaining partial votes in $\boldsymbol{P}$ ( $p_{i}$ for $1 \leq i \leq \tau$ and $i \notin K$ ), must have the same completion as in $P^{\prime}$. Therefore, the set $\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}} \mid i \in K\right\}$ must form a cover for $\mathcal{X} \cup \mathcal{Y} \cup \mathcal{Z}$.

### 3.4 Hardness of PW-PC w.r.t. Borda count

It remains to examine the group of unbounded rules. We focus on Borda count. The PW problem w.r.t. Borda count on arbitrary partial orders is NP-complete [22]. It continues to be hard when the partial orders are restricted to bottom- and top-truncated, doubly truncated, and partitioned partial orders [2]. However, PW w.r.t. Borda count on uniform collections of partial chains drops to P [9]. In what follows, we prove that PW w.r.t. Borda count on partial chains is NP-complete.

## Theorem 6. PW-PC w.r.t. Borda count is NP-complete.

Proof. (Outline) Given a 3 DM -instance $(\mathcal{X}, \mathcal{Y}, \mathcal{Z}, \mathcal{S})$, we construct an instance of PW-PC. The set of candidates is $C=X \cup Y \cup Z \cup$ $\{c, g, d, w\}$ where $X, Y$, and $Z$ contains candidates corresponding to the elements in $\mathcal{X}, \boldsymbol{y}$, and $\mathcal{Z}$ respectively. Let $m=|C|=3 q+4$ and $c$ be the distinguished candidate. Since the scoring vector is $(3 q+3, \ldots, 1,0)$, with $m$ distinct values. We construct the profile in two parts. For each $S_{i} \in \mathcal{S}$ where $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, let $C_{i}^{\prime}=C \backslash\left(\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right\} \cup\{g, d\}\right)$ and $\overrightarrow{C_{i}^{\prime}}$ be such that $c>w$. Define the total orders $p_{i}^{\prime}$ and the partial chains $p_{i}$, where

$$
\begin{aligned}
& p_{i}^{\prime}=\overrightarrow{C_{i}^{\prime}}>g>d>x_{i_{1}}>y_{i_{2}}>z_{i_{3}} \\
& p_{i}=\overrightarrow{C_{i}^{\prime}}>d>x_{i_{1}}>y_{i_{2}}>z_{i_{3}}
\end{aligned}
$$

Let $P=\bigcup_{i=1}^{\tau} p_{i}$ and $P^{\prime}=\bigcup_{i=1}^{\tau} p_{i}^{\prime}$. Observe that, for $1 \leq i \leq \tau$, each $p_{i}^{\prime}$ extends $p_{i}$. Let $s\left(\boldsymbol{P}^{\prime}, c\right)=\lambda_{P^{\prime}}$. Moreover, $s\left(\boldsymbol{P}^{\prime}, w\right)<\lambda_{P^{\prime}}$ since $w$ is in a position greater $c$ in all $\overrightarrow{C_{i}^{\prime}}$, for $1 \leq i \leq \tau$. Let $\{w\}$ be the set $D$ required in Lemma 1 and $\mathbf{R}$ is given in Table 3. Recall that $R_{c}=0$. Let $\lambda_{P^{\prime}}+\lambda_{Q}=\lambda$. By Lemma 1 , there exist a $\lambda_{Q} \in \mathbb{N}$ and a total profile $Q$ which can be constructed in time polynomial in $m$ such that the scores of the candidates in $P^{\prime} \cup Q$ are as in Table 4. Let $P \cup Q$ be the partial profile of the PW-PC instance. This completes the reduction.

Table 4: Score values of the candidates in Theorem 6.

| Candidate | Score |
| :---: | :--- |
| For all $x \in X$ | $s\left(\boldsymbol{P}^{\prime}, x\right)+s(\boldsymbol{Q}, x)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, x\right)$ | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, x\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{x}\right)$ |
|  | $=\lambda-1$. |
| For all $y \in Y$ | $s\left(\boldsymbol{P}^{\prime}, y\right)+s(\boldsymbol{Q}, y)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, y\right)$ | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, y\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{y}\right)$ |
|  | $=\lambda-1$. |
| For all $z \in Z$ | $s\left(\boldsymbol{P}^{\prime}, z\right)+s(\boldsymbol{Q}, z)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, z\right)$ | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, z\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{z}\right)$ |
|  | $=\lambda-1$. |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, c\right)$ | $s\left(\boldsymbol{P}^{\prime}, c\right)+s(\boldsymbol{Q}, c)=\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{Q}=\lambda^{\prime}$. |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, g\right)$ | $s\left(\boldsymbol{P}^{\prime}, g\right)+s(\boldsymbol{Q}, g)$ |
|  | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, g\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{g}\right)$ |
|  | $=\lambda+4 q$. |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, d\right)$ | $s\left(\boldsymbol{P}^{\prime}, d\right)+s(\boldsymbol{Q}, d)$ |
|  | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, d\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{d}\right)$ |
|  | $=\lambda-q$. |
| For all $h \in H$, | $s\left(\boldsymbol{P}^{\prime}, h\right)+s(\boldsymbol{Q}, h)$ |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, h\right)$ | $=\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, h\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{h}\right)=\lambda$. |
| $s\left(\boldsymbol{P}^{\prime} \cup \boldsymbol{Q}, w\right)$ | $s\left(\boldsymbol{P}^{\prime}, w\right)+s(\boldsymbol{Q}, w)<\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{\boldsymbol{Q}}<\lambda^{\prime}$. |

$(\Longleftarrow)$ Assume that the PW-PC instance is positive. Therefore, there exists a total profile $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$ such that for all $1 \leq i \leq \tau$, the vote $p_{i}^{*}$ extends $p_{i}$ and $c$ is a possible winner with score $\lambda$. In the following, when one says that a candidate "gains" or "loses" points, it is in relation to the complete profile $P^{\prime}$. Candidate $g$ must lose at least $4 q$ points for $c$ to be a possible winner. Therefore, it must be in a position greater than $3 q$ at least $q$ times. Whenever $g$ is in a position greater than $3 q$, candidate $d$ gains 1 point. Since $d$ cannot gain more than $q$ points, there are at most $q$ votes where $g$ is in position greater than $3 q$. Let these votes be $p_{k_{1}}^{*}, \ldots, p_{k_{q}}^{*}$ where each $1 \leq k_{j} \leq b$ and $K=\left\{k_{j} \mid 1 \leq j \leq q\right\}$. Note that candidate $g$ has to lose at least $4 q$ points in these $q$ votes. This is possible if and only if it is in position $3 q+4$. Furthermore, whenever $g$ is in position $3 q+4$ in a vote $p_{i}^{*}$, candidates $x_{i_{1}}, y_{i_{2}}$ and $z_{i_{3}}$ gain one point each, for $i \in K$. Since $|X|=|Y|=|Z|=q$, and each $x \in X$, each $y \in Y$, and each $z \in Z$ can gain at most one point each, it must be the case that the element candidates of $Y$ and $Z$ which gained points in the $q$ votes in $K$ are distinct. Since no other candidate can gain any more points, the remaining partial votes in $\boldsymbol{P}$ ( $p_{i}$ for $1 \leq i \leq \tau$ and $i \notin K)$, must have the same completion as in $P^{\prime}$. Therefore, the set $\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}} \mid i \in K\right\}$ must form a cover for $\mathcal{X} \cup \mathcal{Y} \cup \mathcal{Z}$.
$(\Longrightarrow)$ Assume that there exists a cover $\mathcal{S}^{\prime}$ of the 3DM instance. Let $P^{*}=\bigcup_{i=1}^{\tau} p_{i}^{*}$ where each $p_{i}$ is extended as given below.

$$
\begin{aligned}
& p_{i}^{*}=\overrightarrow{C_{i}^{\prime}}>d>x_{i_{1}}>y_{i_{2}}>z_{i_{3}}>g \text { if } S_{i} \in \mathcal{S}^{\prime} \\
& p_{i}^{*}=\overrightarrow{C_{i}^{\prime}}>g>d>x_{i_{1}}>y_{i_{2}}>z_{i_{3}} \text { if } S_{i} \notin \mathcal{S}^{\prime}
\end{aligned}
$$

All the candidates have score $\lambda$ in $P^{*} \cup Q$. Therefore, candidate $c$ is a possible winner.

In what follows, we prove an observation analogous to Proposition 1 and then prove hardness for arbitrary unbounded scoring rules. As noted earlier, unbounded scoring rules may have score
values that repeat in blocks. Moreover, unlike Borda count, the score values can be non-uniformly decreasing. Recall, that for a scoring vector of length $m$, with $m^{\prime}$ distinct score values, the function $\ell(m, j)$ returns the number of times the distinct score value $a_{j}$ repeats in a block, for $1 \leq j \leq m^{\prime}$. Schematically, such a scoring vector can be represented as $(\underbrace{a_{1}, \ldots, a_{1}}_{\ell(m, 1)}, \underbrace{a_{2}, \ldots, a_{2}}_{\ell(m, 2)}, \ldots, \underbrace{a_{m^{\prime}}, \ldots, a_{m^{\prime}}}_{\ell\left(m, m^{\prime}\right)})$.

Next, we prove a basic property of scoring vectors of all unbounded rules.

Proposition 2. Let $r$ be a positional scoring rule and let $\gamma$ and $\beta$ be two positive integers greater than 1. Consider the scoring vector $s_{m}$ of $r$ with length $m=\gamma \beta$. Then either $s_{m}$ contains at least $\beta$ distinct values or there exists $1 \leq u \leq \gamma \beta$ such that $\ell(\gamma \beta, u) \geq \gamma$.

Theorem 7. Let $r$ be an unbounded scoring rule. PW-PC w.r.t.r is NP-complete.

Proof. (Outline) Assume that $(\mathcal{X}, \boldsymbol{y}, \mathcal{Z}, \mathcal{S})$ is a 3DM-instance in which $\mathcal{S}=\left\{S_{1}, \ldots S_{\tau}\right\} \subseteq \mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$ and $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, for $1 \leq i \leq \tau$. Let $s_{m}$ be the scoring vector of length $m=(3 q+4)(3 q)$. By Proposition 2, we need to consider the following two cases.
Case 1. There exists a $u$ such that $\ell(m, u)=3 q$.
Case 2. There are $m^{\prime}=3 q+4$ distinct values.
For Case 1, the reduction mimics the one in Theorem 5 to create a PW-PC instance. For Case 2, the reduction proceeds as follows.

Let $a_{1}>a_{2}>\ldots>a_{m^{\prime}}$ be the $m^{\prime}$ distinct values. We define $\boldsymbol{\delta}=\left(\delta_{1}, \ldots, \delta_{m^{\prime}-1}\right)$, where $\delta_{j}=a_{j}-a_{j+1}$, for $1 \leq j<m^{\prime}$. The set of candidates is $C=X \cup Y \cup Z \cup\{c, g, d, w\} \cup H$ where $X, Y$, and $Z$ contains candidates corresponding to the elements in $\mathcal{X}, \mathcal{Y}$, and $\mathcal{Z}$ respectively. These candidates are called elements candidates. The set $H$ contains dummy candidates such that $|H|=m-m^{\prime}$.

We construct the partial profile $P$ as follows. Let the set $H$ be partitioned into $H_{1}, \ldots, H_{m^{\prime}}$, such that $\left|H_{j}\right|=\ell(m, j)-1$, for $1 \leq$ $j \leq m^{\prime}$. For each $S_{i}=\left(x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right)$, let $C_{i}^{\prime}=C \backslash\left(\left\{x_{i_{1}}, y_{i_{2}}, z_{i_{3}}\right\} \cup\right.$ $\left.\{g, d\} \cup \cup_{j=m^{\prime}-4}^{m^{\prime}} H_{j}\right)$ and $\overrightarrow{C_{i}^{\prime}}$ be such that the dummy candidates in $H_{j}$ are in a position with score value $a_{j}$, for $1 \leq j \leq m^{\prime}-3$ and candidate $c$ is ranked lower than candidate $w$. Define the total orders $p_{i}^{\prime}$ and the partial chains $p_{i}$, where

$$
\begin{aligned}
p_{i}^{\prime} & ={\overrightarrow{C_{i}^{\prime}}>g>\vec{H}_{m^{\prime}-4}>d>\vec{H}_{m^{\prime}-3}} \\
& \succ x_{i_{1}}>\vec{H}_{m^{\prime}-2}>y_{i_{2}}>\vec{H}_{m^{\prime}-1}>z_{i_{3}}>\vec{H}_{m^{\prime}} \\
p_{i} & ={\overrightarrow{C_{i}^{\prime}}>\vec{H}_{m^{\prime}-4}>d>\vec{H}_{m^{\prime}-3}} \\
& >x_{i_{1}}>\vec{H}_{m^{\prime}-2}>y_{i_{2}}>\vec{H}_{m^{\prime}-1}>z_{i_{3}}>\vec{H}_{m^{\prime}}
\end{aligned}
$$

Let $\boldsymbol{P}=\bigcup_{i=1}^{\tau} p_{i}$ and $\boldsymbol{P}^{\prime}=\bigcup_{i=1}^{\tau} p_{i}^{\prime}$. Observe that each $p_{i}^{\prime}$ extends $p_{i}$. Let $s\left(\boldsymbol{P}^{\prime}, c\right)=\lambda_{\boldsymbol{P}^{\prime}}$. Moreover, $s\left(\boldsymbol{P}^{\prime}, w\right)<\lambda_{\boldsymbol{P}^{\prime}}$ since $w$ is in a position greater than $c$ in all $\overrightarrow{C_{i}^{\prime}}$, for $1 \leq i \leq \tau$.

Consider $C=X \cup Y \cup Z \cup\{c, g, d\} \cup\{w\}$. By Lemma 1, there exists a $\lambda_{Q} \in \mathbb{N}$ and a total profile $Q$ which can be constructed in time polynomial in $m^{\prime}$ such that the scores of the candidates in the profile $P^{\prime} \cup Q$ are as in Table 5. We let $C$, the profile $P \cup Q$, and $c$ be the input to the PW-PC problem.

Table 5: Score values of the candidates in Theorem 7.

| Candidate | Score |
| :---: | :---: |
| $\begin{aligned} & \text { For all } x \in X, \\ & s\left(P^{\prime} \cup Q, x\right) \end{aligned}$ | $\begin{aligned} & s\left(\boldsymbol{P}^{\prime}, x\right)+s(\boldsymbol{Q}, x) \\ & =\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, x\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{x}\right) \\ & =\lambda-\delta_{m^{\prime}-3} . \end{aligned}$ |
| For all $y \in Y$, $s\left(P^{\prime} \cup Q, y\right)$ | $\begin{aligned} & s\left(\boldsymbol{P}^{\prime}, y\right)+s(\boldsymbol{Q}, y) \\ & =\left(\lambda_{\boldsymbol{P}^{\prime}}+s\left(\boldsymbol{P}^{\prime}, y\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{y}\right) \\ & =\lambda-\delta_{m^{\prime}-2} . \end{aligned}$ |
| $\begin{aligned} & \text { For all } z \in Z \text {, } \\ & s\left(P^{\prime} \cup Q, z\right) \end{aligned}$ | $\begin{aligned} & s\left(\boldsymbol{P}^{\prime}, z\right)+s(\boldsymbol{Q}, z) \\ & =\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, z\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{z}\right) \\ & =\lambda-\delta_{m^{\prime}-1} . \end{aligned}$ |
| $s\left(P^{\prime} \cup Q, c\right)$ | $s\left(\boldsymbol{P}^{\prime}, c\right)+s(\boldsymbol{Q}, c)=\lambda_{\boldsymbol{P}^{\prime}}+\lambda_{Q}=\lambda .$ |
| $s\left(P^{\prime} \cup Q, g\right)$ $s\left(P^{\prime} \cup Q, d\right)$ | $\begin{aligned} & s\left(\boldsymbol{P}^{\prime}, g\right)+s(Q, g) \\ & =\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, g\right)-\lambda_{\boldsymbol{P}^{\prime}}\right)+\left(\lambda_{Q}+R_{g}\right) \\ & =\lambda+q \sum_{j=1}^{4} \delta_{m-j} . \\ & s\left(\boldsymbol{P}^{\prime}, d\right)+s(\boldsymbol{Q}, d) \end{aligned}$ |
|  | $\begin{aligned} & =\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, d\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{d}\right) \\ & =\lambda-q\left(\delta_{m^{\prime}-4}\right) . \end{aligned}$ |
| For all $h \in H$, | $s\left(\boldsymbol{P}^{\prime}, h\right)+s(\boldsymbol{Q}, h)$ |
| $\begin{aligned} & s\left(P^{\prime} \cup Q, h\right) \\ & s\left(P^{\prime} \cup Q, w\right) \end{aligned}$ | $\begin{aligned} & =\left(\lambda_{P^{\prime}}+s\left(\boldsymbol{P}^{\prime}, h\right)-\lambda_{P^{\prime}}\right)+\left(\lambda_{Q}+R_{h}\right)=\lambda . \\ & s\left(\boldsymbol{P}^{\prime}, w\right)+s(Q, w)<\lambda_{P^{\prime}}+\lambda_{Q}<\lambda \end{aligned}$ |

## 4 PARTIAL CHAINS AND NEW CANDIDATES

Chevaleyre et al. [8] investigated the Possible co-Winner with New Candidates (PcWNA) problem, which arises in the following natural scenario: for a given set of candidates, the voters have completely ranked them; new candidates join the election after the voters have ranked all the initial candidates. In PcWNA, one asks: is a candidate from amongst the initial set of candidates a possible winner? As we shall see next, the PcWNA problem can be viewed as a special case of the PW problem on partial chains.

Observe that, in the PcWNA problem, the rankings of the voters are total for the initial set of candidates. When both the initial candidates and those who joined late are considered, then we have a collection of partial chains that have a special structure: all of them are total orders on the same subset of candidates, namely, the set of initial candidates.
Definition 4. Let $C$ be a set of candidates and $P=\left(P_{1}, \ldots, P_{n}\right)$ be a collection of partial chains on $C$. We say that $P$ is uniform if there exists a set $C^{\prime} \subseteq C$ such that each $P_{i} \in P$ consists of a total order on the set $C^{\prime}$ (no candidates outside $C^{\prime}$ are comparable).

Definition 5. The PW-UPC problem asks: given a set of candidates $C$, a uniform collection $\mathbf{P}=\left(\mathbf{P}_{\mathbf{1}}, \ldots, \mathbf{P}_{\mathbf{n}}\right)$ of partial chains in which every $P_{i}, 1 \leq i \leq n$, consists of a total order on the same set $C^{\prime} \subseteq C$, and a distinguished candidate $c \in C^{\prime}$, is $c \in \operatorname{PW}(r, \mathbf{P})$ ?

In PW-UPC, a candidate $c \in\left(C \backslash C^{\prime}\right)$ is trivially a possible winner (each voter ranks $c$ in position one). So the only interesting case is when $c \in C^{\prime}$. Thus, the PcWNA problem coincides with the PW-UPC problem, which is a special case of the PW-PC problem

The complexity of the PcWNA problem (PW-UPCin the above terminology) has been investigated in [2, 8, 9]. In these papers, it has been shown that the complexity of the PW-UPC problem w.r.t. 2-approval drops from NP-complete to P. Interestingly, this problem

Table 6: Computational complexity of restrictions of PW.

| Scoring Rule | PW | PW-PC | PW-UPC |
| :---: | :---: | :---: | :---: |
| Plurality \& Veto | P | P | P |
| Non-decreasing rate rules | NP-c | NP-c | P |
| 2 -approval | NP-c | NP-c | P |
| $t \geq 3$-approval | NP-c | NP-c | NP-c |
| All other 2-valued rules | NP-c | NP-c | $?$ |
| $\left(a_{1}, a_{2}, 1,0, \ldots, 0\right)$ s.t. $a_{1}>a_{2}>1$ | NP-c | NP-c | NP-c |
| All remaining rules | NP-c | NP-c | $?$ |

continues to be NP-complete w.r.t. $t$-approval $(t>2)$, unlike the PW problem on other restricted partial orders mentioned earlier, such as doubly-truncated partial orders. The complexity of the PW-UPC w.r.t. Borda count also drops to P; in fact, it drops to P w.r.t. every rule of non-decreasing rate, where a scoring rule $r$ with scoring vector $s_{m}$ is of non-decreasing rate if for all $1 \leq i<m$, we have $s_{i}-s_{i+1} \leq s_{i+1}-s_{i+2}$. Finally, the PW-UPC problem is NP-complete w.r.t. the rule ( $a_{1}, a_{2}, 1,0, \ldots, 0$ ), where $a_{1}>a_{2}>1$.

Table 6 depicts the above results and compares them with the results obtained here.

## 5 CONCLUDING REMARKS

In this paper, we completely classified the complexity of the PW problem on partial chains w.r.t. to all pure positional scoring rules. This classification yields the earlier classification of the PW problem on arbitrary partial orders as a corollary, but it cannot be derived from that earlier classification.

A complete classification of the complexity of the PW problem on uniform collections of partial chains (equivalently, of the Possible Co-Winner with New Candidates problem) remains an open problem that is worth pursuing.

Our NP-hardness results for the PW problem on partial chains made use of "long" chains, i.e., chains that contained all but a fixed number of candidates. This type of partial chain arises in settings where a new candidate or a small number of new candidates enter the race late and, at that time, the voters do not know how to rank these new candidates. We are currently investigating the exact impact of the length of the chain on the complexity of the PW problem on partial chains. In particular, we are investigating whether, for each positional scoring rule other than plurality and veto, there is a threshold on the length of the chain below which the PW problem is in P , while above it becomes NP-complete.

In a different direction, there is a rich body of work on algorithmic problems about manipulation in voting (PW is a special case of one of these problems), where computational hardness is regarded as a feature because it provides an obstacle to such manipulation (see [10] for a survey). Work in this area includes the study of manipulation in voting with incomplete information [15, 21]; in particular, [21] considers such manipulation for top-truncated partial orders. It would be natural to investigate manipulation in voting with partial chains.
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