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Abstract

Large scale multiagent systems must rely on distributed decision making, as centralized coordination is either impractical or impossible. Recent works approach this problem under a game theoretic lens, whereby utility functions are assigned to each of the agents with the hope that their local optimization approximates the centralized optimal solution. Yet, formal guarantees on the resulting performance cannot be obtained for broad classes of problems without compromising on their accuracy. In this work, we address this concern relative to the well-studied problem of resource allocation with nondecreasing concave welfare functions. We show that optimally designed local utilities achieve an approximation ratio (price of anarchy) of $1 - c/e$, where $c$ is the function’s curvature and $e$ is Euler’s constant. The upshot of our contributions is the design of approximation algorithms that are distributed and efficient, and whose performance matches that of the best existing polynomial-time (and centralized) schemes.
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1 INTRODUCTION

The study of distributed control in multiagent systems has gained popularity over the past few decades as it has become apparent that the behaviour of local decision makers impacts the performance of many social and technological systems. Consider the typical example of selfish drivers on a road network. Counterintuitively, if all drivers make route selections that minimize their own travel times, the average time each driver spends on the road can be much higher than optimal [11]. As an alternative example, DARPA’s Blackjack program aims to launch satellite constellations with a high degree of mission-level autonomy into low Earth orbit [15]. The key objectives of the Blackjack program include developing the on-orbit, distributed decision making capabilities within these satellite networks, as agent coordination cannot rely upon the unreliable and high latency communications from ground control.

In either of the scenarios described above, the system would perform most efficiently if a central coordinator could compute and relay the optimal decisions to each of the agents. However, in the systems we have discussed, coordination by means of a central authority is either impractical – due to latencies and bandwidth limitations in communications, scalability and security requirements, etc. – or even impossible (e.g., dictating what route each driver must follow is not presently possible). Thus, in these systems, decision making must be distributed. The inevitable loss in performance when coordination is distributed – often referred to as the “tragedy of the commons” in economics and environmental sciences [18, 23] – is well-documented in many scenarios [1, 11, 17]. Evidently, the design of algorithms that mitigate the losses in system performance stemming from the distribution of decision making is critical to the implementation of the multiagent systems described.

A fruitful paradigm for the design of distributed multiagent coordination algorithms – termed the game theoretic approach [25, 32] – involves modelling the agents as players in a game and assigning them utility functions that maximize the efficiency of the game’s equilibria. After agents’ utilities are coupled with learning dynamics capable of driving the system to an equilibrium, an efficient distributed coordination algorithm emerges. This approach has been utilized in a variety of relevant contexts, including collaborative sensing in distributed camera networks [13], the distributed control of smart grid nodes [31], autonomous vehicle-target assignment [2] and optimal taxation on road-traffic networks [27]. A significant advantage of such an approach is that the design of the agents’ learning dynamics and of the underlying utility structure can be decoupled. As efficient distributed learning dynamics that drive the agents to an equilibrium of the game are already known (see, e.g., [19]), we focus our attention on the design of agents’ utility functions in order to maximize the efficiency of the equilibria.

The most commonly studied metric in the literature on utility design is the price of anarchy [22], which is defined as the worst case ratio between the performance at an equilibrium and the best achievable system performance. Note that a price of anarchy guarantee obtained for a set of utility functions translates directly to an approximation ratio of the final distributed algorithm. The majority of the literature focuses primarily on characterizing the price of anarchy for a given set of player utility functions [24, 25, 35], whereas fewer works design player utilities in order to optimize the price of anarchy [8, 16, 28]. While several works provide tight bounds on the approximation ratio of polynomial-time centralized algorithms for the class of problems we consider (see, e.g., [4, 14, 33]), there is currently no result in the literature that establishes comparable bounds on the best achievable price of anarchy, aside from the general bound put forward in Vetta [35] that is provably inexact.
1.1 Model

In this paper, we consider a class of resource allocation problems with a set of agents \( N = \{1, \ldots, n\} \) and a set of resources \( R \). Each resource \( r \in R \) has a corresponding welfare function \( W_r : N \rightarrow \mathbb{R} \). Each agent \( i \in N \) must select an action \( a_i \) from a corresponding set of actions \( A_i \subseteq 2^R \). The system performance under an allocation \( a = (a_1, \ldots, a_n) \in A = A_1 \times \cdots \times A_n \) is measured by a function \( W : A \rightarrow \mathbb{R} \). The goal is to find an allocation \( a^{\text{opt}} \in A \) that maximizes the function

\[
W(a) = \sum_{r \in \cup_{i \in A_i} a_i} W_r(|a_r|),
\]

where \(|a_r| = |\{i \in N \mid r \in a_i\}|\) denotes the number of agents selecting the resource \( r \) in allocation \( a \).

This setup has been thoroughly studied in the submodular maximization and game theoretic literature (see, e.g., [2–4, 16, 33]) as demonstrated by the following two examples:

Example 1 (General covering problems). Consider the general covering problem [16], which is a generalization of the max-n-cover problem [14, 20]. In this setting, we are given a set of elements \( E \) and \( n \) collections \( S_1, \ldots, S_n \) of subsets of \( E \), i.e., \( S_i \subseteq 2^E \) for all \( i = 1, \ldots, n \). Each element \( e \in E \) has weight \( w_e \geq 0 \). The objective is to choose \( n \) subsets \( S_i \) from each collection \( S_i \) such that the union \( \cup_i S_i \) has maximum total weight, i.e., \( \sum_{e \in \cup_i S_i} w_e \) is maximized. We observe that this problem corresponds to a resource allocation problem where each agent \( i \in N \) has action set \( A_i \subseteq 2^E \), the action \( a_i \) of each agent \( i \in N \) corresponds to the subset \( S_i \), and the welfare functions are \( W_e(x) = w_e \) for all \( e \in E \).

Example 2 (Vehicle-target assignment problem). Consider the vehicle-target assignment problem, first introduced in Murphy [26], and studied by, e.g., Arslan et al. [2] and Barman et al. [3]. In this setting, we are given a set of \( n \) vehicles \( N \) and a set of \( n \) targets \( T \), where each target \( t \in T \) has an associated value \( r_t > 0 \). Each vehicle \( i \in N \) has a set of feasible target assignments \( A_i \subseteq 2^T \). Given that a vehicle \( i \in N \) is assigned to target \( t \in T \), the probability that \( t \) is destroyed by \( i \) is \( p_t \in (0, 1] \). The objective is to compute a joint assignment of vehicles \( a \in \Pi N \) that maximizes the expected value of targets destroyed, which is measured as

\[
W(a) = \sum_{t \in T} p_t \cdot (1 - (1 - p_t)|a_t|),
\]

where \( 1 - (1 - p_t)^x \) is the probability that target \( t \) is destroyed when \( x \) vehicles are assigned to it. Observe that the vehicle-target assignment problem is a resource allocation problem with nonnegative, nondecreasing concave welfare functions where the agents are the vehicles, the targets are the resources, and the welfare function on each resource \( t \in T \) is \( W_t(x) = p_t \cdot (1 - (1 - p_t)^x) \).

The focus of this work is on computing near-optimal distributed solutions within the class of resource allocation problems described above using the game theoretic approach. To model this particular class of problems, we adopt the framework of resource allocation games. A resource allocation game \( G = (N, R, A, \{F_r \}_{r \in R}) \) consists of a player set \( N \) where each player \( i \in N \) evaluates the allocation \( a \in A \) using a utility function

\[
U_i(a) := \sum_{r \in a_i} F_r(|a_r|),
\]

where \( F_r : \mathbb{N} \rightarrow \mathbb{R} \) defines the utility a player receives at resource \( r \) as a function of the total number of agents selecting \( r \) in allocation \( a \). We refer to the functions \( \{F_r \}_{r \in R} \) as the local utility functions of the game. For a given set of welfare functions \( \mathcal{W} \), it is convenient to define a utility mapping \( \mathcal{F} : \mathcal{W} \rightarrow \mathbb{R}^n \), where it is understood that a resource \( r \) with welfare function \( W_r \in \mathcal{W} \) is assigned the local utility function \( \mathcal{F}(W_r) \).

In the forthcoming analysis, we consider the solution concept of pure Nash equilibrium, which is defined as any allocation \( a^{\text{ne}} \in A \) such that

\[
U_i(a) \geq U_i(a^{\text{ne}}), \quad \forall a \in A, \quad \forall i \in N,
\]

where \( a^{\text{ne}} = (a_1^{\text{ne}}, \ldots, a_n^{\text{ne}}) \). For a given game \( G \), let \( \text{NE}(G) \) denote the set of all allocations \( a \in A \) that satisfy the Nash condition in Equation (4). We define the price of anarchy of a game \( G \) as

\[
\text{PoA}(G) := \min_{a \in \text{NE}(G)} \frac{W(a)}{\max_{a \in A} W(a)} \leq 1.
\]

For a given game \( G \), the price of anarchy is the ratio between the system-wide performance of the worst performing pure Nash equilibrium and the optimal allocation. The price of anarchy as defined here also applies to the efficiency of the game’s coarse-correlated equilibria [8, 30], for which many efficient algorithms exist (see, e.g., [19]). We extend the definition of price of anarchy to a given set of games \( G \), which may contain infinitely many instances, as \( \text{PoA}(G) := \inf_{G \in G} \text{PoA}(G) \leq 1 \). It is important to note that a higher price of anarchy corresponds to an overall improvement in the performance of all pure Nash equilibria, and that \( \text{PoA}(G) = 1 \) implies that all pure Nash equilibria in all games \( G \in G \) are optimal.

For a given utility mechanism \( \mathcal{F} \), we use the terminology “the set of games \( G \) induced by the set of welfare functions \( \mathcal{W} \)” to refer to the set of all games \( W \in \mathcal{W} \) and \( F_r = \mathcal{F}(W_r) \) for all \( r \in R \). Given a set \( \mathcal{W} \), our aim is to develop an efficient technique for computing a utility mechanism \( \mathcal{F}^{\text{opt}} \) that maximizes the price of anarchy in the corresponding set of games \( G \) induced by \( \mathcal{W} \), i.e., we wish to solve

\[
\mathcal{F}^{\text{opt}} \in \arg \max_{\mathcal{F}} \text{PoA}(G).
\]

1.2 Results and Discussion

Our main result is an efficient technique for computing a utility mechanism that guarantees a price of anarchy of \( 1 - 1/e \) in all resource allocation games with nonnegative, nondecreasing concave welfare functions with maximum curvature \( c \).

\footnote{Note that the price of anarchy is well-defined for resource allocation games, since these games possess a potential function and, thus, at least one pure Nash equilibrium.}
**Definition 1** (Curvature [12]). The curvature of a nondecreasing concave function \( W : \mathbb{N} \rightarrow \mathbb{R} \) is
\[
c = 1 - \frac{W(n) - W(n - 1)}{W(1)}.
\]
(7)

In the literature on submodular maximization, the curvature is commonly used to compactly parameterize broad classes of functions. The notion of curvature we consider was originally defined by Conforti et al. [12] in the context of general nondecreasing submodular set functions. In our specific setup, this reduces to the expression in Definition 1. Observe that all nondecreasing concave functions have curvature \( c \in [0, 1] \). Thus, \( c = 1 \) can be considered in scenarios where the maximum curvature among functions in the set \( W \) is not known.

**Theorem 1** (Informal). Let \( G \) denote the set of all resource allocation games with nonnegative, nondecreasing concave welfare functions with maximum curvature \( c \). An optimal utility mechanism achieves \( \text{PoA}(G) = 1 - c/e \) and can be computed efficiently.

A significant consequence of the main result is a universal guarantee that the best achievable price of anarchy is always greater than \( 1 - 1/e \) for resource allocation games with nonnegative, nondecreasing concave welfare functions. Note that since \( 1 - 1/e \) is the optimal price of anarchy in general covering games (see, e.g., Example 1), it cannot be further improved without more information about the underlying set of welfare functions. Our guarantee improves to \( 1 - c/e \) if the curvature \( c \) of the underlying set of welfare functions is known.

Observe that the result in Theorem 1 also implies that one can efficiently compute a "universal" utility mechanism, in that it would guarantee a price of anarchy greater than or equal to \( 1 - 1/e \) with respect to any game with nonnegative, nondecreasing concave welfare functions. This follows from the observation that \( c \leq 1 \) always holds. Of course, if more information is available about the underlying set of welfare functions (e.g., the maximum curvature), then this lower bound can be improved. In the case where the entire set of welfare functions \( W \) is known *a priori* and \( |W| \) is "small enough", then the optimal utility mechanism can be computed using existing methodologies (see, e.g., [8]). Consider the sets represented in Figure 1. From our reasoning, it holds that as the size of the set of welfare functions considered is reduced, the prices of anarchy of the corresponding optimal utility mechanisms increase. The set of games induced by welfare functions in the green ellipse, for example, coincides with the vehicle-target assignment problem, as described in Example 2, where \( p_t = p \in [0, 1] \) for all \( t \in T \). Note that the welfare function \( W_t \) of each target \( t \in T \) in this problem is nonnegative, nondecreasing concave (i.e., the green ellipse is a subset of the dotted red box). Thus, we can immediately observe that the best achievable price of anarchy in the corresponding resource allocation game \( G \) satisfies
\[
\text{PoA}(G) \geq 1 - \frac{1}{e}.
\]
which is achieved by the universal utility mechanism from Theorem 1. Since there is only a single welfare function in this setting

\[\text{PoA}(G) \geq 1 - \frac{1}{e},\]

\(\square\)

In this case, the optimal utility mechanism can be found as the solution of \(|W|\) linear programs with number of constraints that is quadratic in the maximum number of agents \( n \), and \( n + 1 \) decision variables. For this reason, the optimal utility mechanism can only be computed for modest values of \(|W|\) and \( n \).

**Figure 1**: The set of games induced by the set of all nonnegative, nondecreasing concave functions contains the set of all nonnegative, nondecreasing concave functions with maximum curvature \( c \), which in turn contains the set of all vehicle-target assignment problems with \( p_t = p \).

**Figure 2**: The price of anarchy of the universal utility mechanism obtained in this work and the optimal utility mechanism in the vehicle-target assignment problems with \( p_t \in [0, p] \) for all \( t \in T \). Note that this utility mechanism is designed for the set of all nonnegative, nondecreasing concave welfare functions but its price of anarchy is close to the best achievable within this particular setting.

(ignoring uniform scalings) the optimal utility mechanism can be computed for a modest number of agents, as aforementioned.

In Figure 2, we plot the price of anarchy corresponding to the optimal utility mechanism within this setting (labelled "Optimal"), the price of anarchy achieved by the universal utility mechanism (labelled "Universal") and the \( 1 - 1/e \) lower bound from Theorem 1 (labelled "Lower bound"). As expected, the optimal utility mechanism corresponds with the best price of anarchy as it was designed specifically for the underlying welfare function. However, knowledge of the set of welfare functions corresponds with only a small increase in the price of anarchy; the price of anarchy achieved by the universal utility mechanism is surprisingly close to the best achievable by any mechanism for all values of \( p \in [0, 1] \). Note that the universal utility mechanism is only guaranteed to achieve a price of anarchy of \( 1 - 1/e \).
Consider once again the sets represented in Figure 1. The above example suggests that the utility mechanism designed to maximize the price of anarchy in the set of games induced by all welfare functions in the dotted, red box may achieve price of anarchy close to the optimal within the sets of games induced by any subset of the dotted red box, as we have observed that this holds for the set of games induced by welfare functions in the green ellipse. While we do not provide formal proofs for these observations, they provide further motivation for deriving efficient techniques for computing utility mechanisms that maximize the price of anarchy with respect to broad classes of welfare functions.

1.3 Related Works

Submodular resource allocation problems have been the focus of a significant research effort for many years, particularly in the optimization community. Since the computation of an optimal allocation in such problems is \(NP\)-hard in general, many researchers have focused on providing approximation guarantees for polynomial-time algorithms. For example, approximate solutions to max-\(n\)-cover problems were studied by Feige [14] and Hochbaum [20] almost 25 years ago. In the latter manuscript, the greedy algorithm is show to have an approximation ratio of \(1−1/e\). Recently, Sviridenko et al. [33] proposed a polynomial-time algorithm for computing approximate solutions that perform within \(1−c/e\) of the optimal for the class of resource allocation problems with nonnegative, nondecreasing submodular welfare functions with curvature \(c\). Barman et al. [4] provide a polynomial-time algorithm that returns allocations with a \(1−k^k e^{-k}/(k!)\) approximation ratio in resource allocation problems with welfare functions \(W_r(x) = \min\{x, k\}\) for \(k \in \mathbb{N}_{\geq 1}\), for all \(r \in \mathcal{R}\). In their respective works, all three of the approximation ratios provided above are also shown to be the best achievable, i.e., it is shown that there exist no other polynomial-time algorithm capable of always computing an approximate solution that is closer to the optimal unless \(P = NP\). In this work, we obtain price of anarchy guarantees in resource allocation games that match these approximation ratios from submodular maximization.

Although utility mechanisms have been studied in resource allocation games, the majority of results have focused on deriving price of anarchy bounds for given utility structures (e.g., marginal contribution, equal shares, etc.) [24, 25]. In this respect, Vetta [35] proves that there always exist player utility functions that guarantee a price of anarchy larger than 50% within a more general class of games than those we consider here.\(^4\) The notion of utility mechanisms that maximize or otherwise improve the price of anarchy was introduced in Christodoulou et al. [10]. This approach has been applied to many distributed optimization problems, including machine scheduling [6, 21], selfish routing [5, 7] and auction mechanism design [29, 34]. A prominent example in this line of research is Gairing [16], who proves that the best achievable price of anarchy in covering games is \(1−1/e\) and derived an optimal utility mechanism. We provide an efficient technique for computing a utility mechanism that achieves a price of anarchy larger than \(1−1/e \approx 63.2\%\) in all resource allocation games with nonnegative, nondecreasing concave welfare functions.

\(^4\)In the class of valid-utility games, the system objective \(W : \mathcal{A} \rightarrow \mathbb{R}\) is a nondecreasing submodular set function over the agents’ actions and is not necessarily separable over a set of resources; much more general than the class of resource allocation games with nonnegative, nondecreasing concave welfare functions.

1.4 Organization

The remainder of the paper is structured as follows: Section 2 presents the proof of the main result and an extension result for more specific sets of welfare functions. Section 3 showcases our simulation example and accompanying discussion. Section 4 concludes the manuscript and provides a brief discussion on potential future directions. For ease of exposition, we defer some of the proofs to the full version [9].

2 MAIN RESULT AND EXTENSIONS

In this section, we prove the claim in Theorem 1 by constructing a utility mechanism that achieves the best achievable price of anarchy of \(1−c/e\) with respect to the set of all nonnegative, nondecreasing concave welfare functions with maximum curvature \(c \in [0, 1]\). In scenarios where a more specific set of welfare functions is considered, we outline how the techniques used to prove Theorem 1 can be generalized to derive tighter \(a\ priori\) bounds on the best achievable price of anarchy.

Before presenting the proof of Theorem 1, we provide an informal outline of the three steps underpinning the result. These steps correspond with the three parts of the formal proof, but are listed in a different order for sake of clarity. For the reader’s convenience, we include the part of the proof that corresponds with each of the steps in our informal outline. The proof is summarized as follows:

---Step #1: We demonstrate that any concave welfare function can be decomposed as a linear combination with nonnegative coefficients of a specialized set of basis functions. [Section 2.1, Part ii)]

---Step #2: We derive optimal basis utility functions for each of the basis functions in the specialized set. [Section 2.1, Part i)]
We construct local utility functions as linear combinations over the optimal basis utility functions from Step 2 with the nonnegative coefficients derived in Step 1. Finally, we demonstrate that this tractable approach for constructing resource utility functions provides near optimal efficiency guarantees. [Section 2.1, Part iii]

### 2.1 Proof of Theorem 1

Here we consider the class of games induced by the set of all concave welfare functions with maximum curvature $c \in [0, 1]$. The proof of Theorem 1 proceeds in the following three parts:

i) Given a value $c \in [0, 1]$, we derive explicit expressions for the local utility functions that maximize the price of anarchy relative to a restricted class of nonnegative, nondecreasing concave welfare functions with curvature $c$. Among the optimal price of anarchy values obtained for the functions in this restricted class, the lowest is equal to $1 - c/e$.

ii) We show that any nonnegative, nondecreasing concave welfare function $W$ with curvature less than or equal to $c$ can be represented as a linear combination with explicitly defined nonnegative coefficients over this restricted class; and,

iii) We demonstrate that using the local utility functions computed as a linear combination over the optimal local utility functions from i) with the nonnegative coefficients from ii) guarantees that $\text{PoA}(G) = 1 - c/e$ within the set of resource allocation games $G$ induced by all nonnegative, nondecreasing concave welfare functions with maximum curvature $c$.

The above parts successfully prove Theorem 1 as we argue here. Note that, by part i), the lowest optimal price of anarchy among welfare functions in the restricted class considered is equal to $1 - c/e$, for given curvature $c \in [0, 1]$. By part iii), this implies that all resource allocation games induced by nonnegative, nondecreasing concave welfare functions with maximum curvature $c$ have optimal price of anarchy equal to $1 - c/e$. This is because, by part ii), any such welfare function can be represented as a nonnegative linear combination over the restricted class of welfare functions we consider. Since the best achievable price of anarchy for at least one of the functions in the restricted class is also $1 - c/e$, one cannot further improve the price of anarchy within the set of games considered. In addition, parts i)–iii) combine to prove that a corresponding utility mechanism that maximizes the price of anarchy entails computing nonnegative linear combinations over a class of functions with explicit expressions. Thus, the computation of optimal local utility functions is polynomial in the number of players.

**Part i**. In this part of the proof, we provide explicit expressions for local utility functions that maximize the price of anarchy with respect to a restricted set of welfare functions, as well as the corresponding optimal price of anarchy. To that end, given parameters $\alpha \in [0, 1]$ and $\beta \in \mathbb{N}_{\geq 1}$, we define the $(\alpha, \beta)$-coverage function as

$$V_\beta^\alpha(x) := (1 - \alpha) \cdot x + \alpha \cdot \min\{x, \beta\}. \quad (8)$$

It is straightforward to verify that every $(\alpha, \beta)$-coverage function is nonnegative, nondecreasing concave. In the lemma below, we derive a local utility function that maximizes the price of anarchy of the set of resource allocation games induced by any given $(\alpha, \beta)$-coverage function. We use this result to derive the optimal utility functions for a broad range of local welfare functions in Part iii).

**Lemma 1.** Consider the set of resource allocation games $G$ induced by the $(\alpha, \beta)$-coverage function

$$V_\beta^\alpha(x) = (1 - \alpha) \cdot x + \alpha \cdot \min\{x, \beta\},$$

where $\alpha \in [0, 1]$ and $\beta \in \mathbb{N}_{\geq 1}$. Let $\rho = (1 - \alpha \cdot \beta \cdot e^{-\beta} \cdot (\beta!))^{-1}$, and define $F_\beta^\alpha$ as in the following recursion: $F_\beta^\alpha(1) := W(1),

$$F_\beta^\alpha(x+1) := \max\left\{\frac{1}{\beta} |x F_\beta^\alpha(x) - V_\beta^\alpha(x)| + 1, 1 - \alpha\right\}, \forall x = 1, \ldots, n - 1. \quad (9)$$

Then, the local utility function $F_\beta^\alpha$ maximizes the price of anarchy and the corresponding price of anarchy is PoA$(G) = 1/\rho$.

According to the result in Lemma 1, the maximum achievable price of anarchy in resource allocation games induced by $(\alpha, \beta)$-coverage function with $\alpha = 1$ and $\beta \geq 1$ is $1 - \beta \cdot e^{-\beta} / (\beta!)$. Surprisingly, Barman et al. [4] show that that the optimal approximation ratio of any polynomial-time algorithm for the same class of resource allocation problems is also $1 - \beta \cdot e^{-\beta} / (\beta!)$. Similarly, the optimal price of anarchy for the $(\alpha, \beta)$-coverage function with $\alpha \in [0, 1]$ and $\beta = 1$ is $1 - 1/e$, which matches the best achievable approximation ratio of any polynomial-time algorithm for this problem setting [33].

**Part ii**. In the next result, we show that any nonnegative, nondecreasing concave welfare function with maximum curvature $c \in [0, 1]$ can be represented as a nonnegative linear combination over the set of $(k, c)$-coverage functions with $k = 1, \ldots, n$.

**Lemma 2.** Let $W : \mathbb{N} \rightarrow \mathbb{R}$ denote a nonnegative, nondecreasing concave function with curvature less than or equal to $c \in [0, 1]$. Then, the nonnegative coefficients $\eta_1, \ldots, \eta_n$ satisfy

$$W(x) = \sum_{k=1}^{n} \eta_k \cdot V_k^c(x), \quad \forall x = 0, 1, \ldots, n \quad (10)$$

where $\eta_k := [2W(1) - W(2)]/c, \eta_k := [2W(k) - W(k - 1) - W(k + 1)]/c, \forall k = 2, \ldots, n - 1, \eta_1 := W(1) - \sum_{k=1}^{n-1} \eta_k$.

**Part iii**. We begin by describing a utility mechanism parameterized by the maximum curvature and maximum number of players. Let $G$ denote the set of resource allocation games induced by all nonnegative, nondecreasing concave functions with maximum curvature $c \in [0, 1]$ with a maximum of $n$ players. Consider any resource allocation game $G \in G$ and assign the following local utility function to each $r \in R$:

$$F_r(x) = \sum_{k=1}^{n} \eta_k \cdot F_k^r(x), \quad \forall x = 1, \ldots, n,$$

where $\eta_1 := [2W_r(1) - W_r(2)]/c, \eta_k := [2W_r(k) - W_r(k - 1) - W_r(k + 1)]/c, \forall k = 2, \ldots, n - 1, \eta_n := W_r(1) - \sum_{k=1}^{n-1} \eta_k$. $W_r : \mathbb{N} \rightarrow \mathbb{R}$ is the welfare function on the resource $r$ and each function $F_k^r : \mathbb{N} \rightarrow \mathbb{R}, k = 1, \ldots, n$, is the optimal local utility function for $V_k^c$ (defined recursively in Lemma 1). In this part, we show that $\text{PoA}(G) \geq 1 - 1/e$ holds for this utility mechanism.
Given maximum curvature $c \in [0, 1]$, Lemma 1 proves that among the $(c, k)$-coverage functions with $k = 1, \ldots, n$, the $(c, 1)$-coverage function has best achievable price of anarchy $1 - c/e$ which is strictly lower than the best achievable price of anarchy for any $(c, k)$-coverage function with $k > 1$. This implies that the best achievable price of anarchy must satisfy $\text{PoA}(G) \leq 1 - c/e$, since any game $G$ in the set of resource allocation games induced by the $(c, 1)$-coverage function must also be in the set $G$, i.e., $G \in G$, and there is at least one such game with $\text{PoA}(G) = 1 - c/e$. We now show that $\text{PoA}(G) \geq 1 - c/e$ also holds. Recall from Lemma 2 that the nonnegative coefficients $\eta_1, \ldots, \eta_n$ defined above satisfy

$$W_r(x) = \sum_{k=1}^{n} \eta_k \cdot V^c_k(x) \quad \forall x = 0, 1, \ldots, n.$$ 

It must then hold that, for any $r \in R$, $(F_r, (1 - c(e)^{-1})$ is a feasible point in the linear program in Equation (12) (see Appendix A) for any $n$ and the corresponding $W_r$. Observe that each constraint in the linear program must be satisfied since, by Lemma 2, it can be represented as a nonnegative linear combination of the constraints in the $n$ linear programs for $(F_r, (1 - c(e)^{-1})), k = 1, \ldots, n$, i.e., for all $r \in R$ and all $(x, y, z) \in I(n)$ it must hold that

$$(1 - c/e)^{-1} W_r(x) \geq \sum_{k=1}^{n} \eta_k \cdot \left[ 1 - c \cdot \frac{k^2 e^{-k}}{k!} \right] V^c_k(x)$$

$$\geq \sum_{k=1}^{n} \eta_k \cdot \left[ V^c_k(y) + (x - z)F^c_k(x) - (y - z)F^c_k(x + 1) \right],$$

$$W_r(y) + (x - z)F_r(x) - (y - z)F_r(x + 1),$$

where the first inequality holds because $1 - c/e \leq 1 - c \cdot k^2 e^{-k} / (k!)$ for all $k \geq 1$ and since $W_r, V^c_k(x), k = 1, \ldots, n$, and the coefficients $\eta_1, \ldots, \eta_n$ are nonnegative, and the second inequality holds because $(F^c_k, (1 - c \cdot k^2 e^{-k} / (k!)))$ is a feasible point in the linear program in Equation (12) for $W^c = V^c$ by the result in Lemma 1.

### 2.2 Specialized sets of welfare functions

In the previous subsection, we used a series of arguments to prove the bound on the price of anarchy in Theorem 1. Informally, we considered a specified set of candidate welfare functions. For this set of candidate welfare functions, we derived a corresponding set of local utility functions that maximize the price of anarchy. Finally, we showed that the best achievable price of anarchy for these candidates is automatically a lower bound on the best achievable price of anarchy across a much broader set of welfare functions. A set of candidate welfare functions must be chosen for two reasons: (i) an optimal local utility function and its corresponding optimal price of anarchy can be obtained in advance for each of the candidate welfare functions; and, more importantly, (ii) any function within the set of welfare functions of interest can be expressed as a nonnegative linear combination over the set of candidate welfare functions, thus inheriting the same optimal price of anarchy. Clearly the choice of candidate functions is important, as the a priori guarantees on the price of anarchy is characterized by the best achievable price of anarchy corresponding to each candidate.

As our next result, we outline a mechanism for obtaining a set of candidate functions for a given set of welfare functions $W$ such that any function $W \in W$ can be expressed as a nonnegative linear combination over the candidate functions. This generalizes the approach taken in the previous subsection to sets of resource allocation games for which more is known about the welfare functions than concavity and maximum curvature $c \in [0, 1]$.

**Corollary 1.** Let $W$ denote a set of nonnegative, nondecreasing concave welfare functions and $n$ be the maximum number of agents. Let $W^{ub}$ and $W^{lb}$ be two nonnegative, nondecreasing concave functions that satisfy the following for all $W \in W$: (i) $W^{lb}(x+1) - W^{lb}(x) \leq [W(x+1) - W(x)]/W(0) \leq W^{ub}(x+1) - W^{ub}(x)$, for all $x = 1, \ldots, n-1$; and, (ii) $\lceil W(x+1) - W(x) + W(x-1) \rceil / W(0) \leq W^{ub}(x+1) - W^{ub}(x) + W^{ub}(x-1) - 2W^{lb}(x+1) - 2W^{lb}(x) + W^{lb}(x-1)$, for all $x = 2, \ldots, n-1$. Finally, define the candidate functions $W(k)$, $k = 1, \ldots, n$, as follows:

$$W(k)(x) = \begin{cases} W^{ub}(x) & \text{if } 1 \leq x \leq k, \\ W^{lb}(k) + W^{lb}(x) - W^{lb}(k) & \text{if } x > k. \end{cases}$$

Then, for any welfare function $W \in W$, there exist nonnegative coefficients $\eta_1, \ldots, \eta_n$ that satisfy

$$W(x) = \sum_{k=1}^{n} \eta_k \cdot W(k)(x), \quad \forall x = 0, 1, \ldots, n.$$ 

We highlight several important implications of the result in Corollary 1 in the following discussion:

(i) We showed in Part iii) of the previous subsection that any set of resource allocation games $G$ induced by nonnegative linear combinations over a set of candidate functions $W^{(1)}, \ldots, W^{(n)}$ automatically inherits the optimal price of anarchy guarantees of the candidates, i.e., there exist local utility functions such that $\text{PoA}(G)$ is greater than or equal to the lowest optimal price of anarchy among the candidates. Thus, by simply precomputing the optimal local utility functions $F^{(1)}, \ldots, F^{(n)}$ and price of anarchy bounds corresponding to the candidate functions, one obtains a lower bound on the best achievable price of anarchy in the set of games considered. This can be done, for example, using the linear programming based methodology proposed in [8].

(ii) If the candidate function with lowest corresponding optimal price of anarchy happens to be a member of the underlying set $W$, then we can also say that this lower bound is the best achievable price of anarchy. Furthermore, an optimal utility mechanism then consists of computing nonnegative linear combination over the precomputed functions $F^{(1)}, \ldots, F^{(n)}$.

(iii) The complexity of computing the local utility functions that achieve the lower bound on $\text{PoA}(G)$ is polynomial in the number of players. This follows from observing that the functions $F^{(1)}, \ldots, F^{(n)}$ can be precomputed and there is a closed-form expression for the nonnegative coefficients $\eta_k, k = 1, \ldots, n$, given a welfare function $W \in W$ (see, e.g., the proof of Corollary 1).

### 3 SIMULATION RESULTS

In this section, we provide an in-depth simulation example in which we compare the equilibrium performance corresponding to the universal utility mechanism we derive in the previous section for $c = 1$.
against two well-studied utility structures from the literature: the \textit{identical interest utility} and the \textit{equal shares utility mechanism}. The identical interest utility precisely aligns the players’ utilities to the system objective, i.e., \( U_i(a) = W(a) \) for all \( i \in N \). Observe that under this utility, if \( U_i(a_i, a_{-i}) > U_i(a_i', a_{-i}) \) for a player \( i \in N \), then it must hold that \( W(a_i, a_{-i}) > W(a_i', a_{-i}) \). As its name suggests, the equal shares utility mechanism distributes the welfare obtained on each resource among the players selecting that resource which corresponds with local utility functions of the form \( f^R_i(x) = W_i(x) / x \) for all \( r \in R \). At first glance, one might expect that one of these two utilities would be best, e.g., the identical interest utility exposes the players to the actual system objective. However, in terms of the worst-case equilibrium efficiency, our simulation provides concrete evidence that the universal utility mechanism performs better.

Consider a vehicle-target assignment problem with \( n = 10 \) vehicles and \( \lvert T \rvert = n+1 \) targets, where \( T = \{ t_1, \ldots, t_{n+1} \} \). We purposely choose a small number of vehicles (i.e., \( n = 10 \)) in order to allow for explicit computation of the optimal allocation and, therefore, of the corresponding price of anarchy. Each vehicle \( i \in N \) has two singleton target assignments chosen randomly from a uniform distribution over the \( n+1 \) targets, i.e., \( A_i = \{ \{ t_j \}, \{ t_k \} \} \) where \( j, k \sim U(1, n+1) \). Each target \( t \in T \) has welfare function \( W_t(x) = q_t \cdot (1 - (1 - p)^2) \) where \( q_t \) is drawn from a uniform distribution over the interval \( [0, 1] \) and \( p \in [0, 1] \) is a given parameter.

Within the scenario described above, we model agent decision making as best response dynamics over \( T = 100 \) iterations. More specifically, the agents best respond in a round robin fashion to the actions of the others, i.e., at each time step \( t \in \{ 1, \ldots, T \} \), the agent \( i = t \mod n \) selects an action \( a^*_t \in A_i \) such that \( U_i(a^*_t, a_{-i}^{t-1}) = \max_{a_t \in A_i} U_i(a_t, a_{-i}^{t-1}) \), and then \( a^t = (a^*_1, a^*_2)^{T-1} \).

Figure 3: Box plots depicting the equilibrium efficiency measured across \( T = 10^3 \) instances for the universal, identical interest utility and equal shares utility mechanisms in the vehicle-target assignment problem with \( p_t = p \) for all \( t \in T \) and \( p \in \{ 0.5, 0.6, 0.7 \} \). Note that among the three utility mechanisms studied, the price of anarchy is highest for the universal utility mechanism.

4 CONCLUSIONS AND OPEN QUESTIONS

In this work, we consider the game theoretic approach to the design of distributed algorithms for resource allocation problems with nonnegative, nondecreasing concave welfare functions. Our main result is that there exist utility mechanisms that achieve a price of anarchy \( 1 - c/e \) in resource allocation games with nonnegative, nondecreasing concave welfare functions with maximum curvature \( c \in [0, 1] \). In cases where the maximum curvature is not known, the guarantee corresponding to \( c = 1 \) still applies. Furthermore, we show that the local utility functions can be computed in polynomial time as nonnegative linear combination over a restricted set of functions with explicit expressions.

In the example we studied in Section 1.2, we observed that the price of anarchy achieved by the universal utility mechanism is near-optimal within sets of games induced by specialized welfare sets. Considering the gains in tractability and generality when using this mechanism, this small decrease in equilibrium efficiency guarantees may be acceptable. Future work should characterize the difference between the price of anarchy achieved by the universal
utility mechanism and the best achievable price of anarchy within the set of games induced by a given set of welfare functions.

We observed that, in certain cases, the price of anarchy guarantees that we obtain match the best-achievable approximation ratios among polynomial-time centralized algorithms [4, 33]. An investigation into the potential connections between the best achievable price of anarchy in resource allocation games and the best achievable approximation ratio among polynomial-time centralized algorithms would reflect on the relative performance of distributed and centralized multiagent coordination algorithms.

Since the price of anarchy is a measure for the worst-case equilibrium efficiency within a family of instances, it may not be representative of the expected performance of a distributed algorithm designed using the game theoretic approach. This is demonstrated, for example, by the simulation results studied in Section 3. A relevant research direction is the design of player utility functions with the objective of maximizing the expected equilibrium efficiency.
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A SUPPLEMENTARY MATERIALS

The proof of Theorem 1 relies on a result in Chandan et al. [8], which we reproduce in the following proposition:

Proposition 1 (Thm. 6 [8]). Consider the set of resource allocation games with a maximum of $n$ players induced by local welfare functions $W_1, \ldots, W_m$. Let $(F^j, \rho^j), j = 1, \ldots, m$, be solutions to $m$ linear programs of the form:

$$\min \rho \quad \text{subject to:}$$

$$W^j(y) - \rho W^j(x) + (x - z)F(x) - (y - z)F(x + 1) \leq 0, \quad \forall (x, y, z) \in \mathcal{I}(n).$$

Then, the local utility functions $F^j, \ldots, F^m$ maximize the price of anarchy and the corresponding best achievable price of anarchy is