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ABSTRACT

Value-basedmethods ofmulti-agent reinforcement learning (MARL),

especially the value decomposition methods, have been demon-

strated on a range of challenging cooperative tasks. However, cur-

rent methods pay little attention to the interaction between agents,

which is essential to teamwork in games or real life. This limits the

efficiency of value-based MARL algorithms in the two aspects: col-

laborative exploration and value function estimation. In this paper,

we propose a novel cooperative MARL algorithm named as interac-

tive actor-critic (IAC), which models the interaction of agents from

the perspectives of policy and value function. On the policy side,

a multi-agent joint stochastic policy is introduced by adopting a

collaborative exploration module, which is trained by maximizing

the entropy-regularized expected return. On the value side, we

use the shared attention mechanism to estimate the value func-

tion of each agent, which takes the impact of the teammates into

consideration. At the implementation level, we extend the value de-

composition methods to continuous control tasks and evaluate IAC

on benchmark tasks including classic control and multi-agent par-

ticle environments. Experimental results indicate that our method

outperforms the state-of-the-art approaches and achieves better

performance in terms of cooperation.
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1 INTRODUCTION

In recent years, cooperative multi-agent reinforcement learning

is an active research area [4, 5, 14, 40] and has made exciting
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progress in many domains, including traffic signal network op-

timization [7, 31, 42] and network packet routing [22]. The full

spectrum of cooperative MARL algorithms is a hybrid of central-
ized training and decentralized execution (CTDE) [25]. In the CTDE

framework, value-based methods receive the most attention and

they can be divided into two categories: centralized value function

methods and value decomposition methods [38].

The centralized value function methods allow agents to learn

approximate models of other agents online and further effectively

use estimated models in their policy learning procedure. For exam-

ple, MADDPG employs the deterministic policies of other agents

to learn the centralized value function [20]. Counterfactual multi-

agent policy gradient (COMA) adopts a counterfactual baseline to

marginalize out a single agent’s action while keeping the other

agents’ actions fixed [9]. MADDPG and COMA introduce respec-

tively the deterministic policy gradient and the policy gradient

methods intoMARL. Unfortunately, the suboptimality of one agent’s

policy can propagate through the centralized value function and

negatively affect policy learning of other agents, which is named

centralized-decentralized mismatch (CDM) [36]. To alleviate the

problem, Multi Actor Attention Critic (MAAC) adopts a shared

attention mechanism, a successful approach applied in various do-

mains [6, 23, 34, 35], to select relevant value function information

of agents to calculate the centralized value function [17]. However,

MAAC has a limited performance improvement compared with

MADDPG and cannot get rid of the CDM problem.

Different from centralized value function methods, current value

decomposition methods adopt structural constraints to meet that

local maxima on the per-agent action-values amount to the global

maximum on the joint action-value, which is named Individual-

Global-Max (IGM) assumption. Value-DecompositionNetworks (VDN)

proposes a learned additive value-decomposition approach over

individual agents, which aims to learn an optimal linear value de-

composition from the team reward signal [30]. Another example

is QMIX, which enforces a monotonic structure between the joint

action-value function and the per-agent action-value functions.

This structure allows tractable maximization of the joint action-

value function in off-policy learning and guarantees consistency

between the centralized and decentralized policies [28]. Moreover,

QTRAN proposes a new factorization method, which can transform

the original joint action-value function into an easily factorizable

one, with the same optimal actions [29]. These value decomposition
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methods can effectively estimate the joint action-value function by

calculating individual action-value functions, and achieve better

performance than centralized value function methods.

Compared with single-agent RL, the growth of the agents’ num-

ber in MARL causes the exponential growth of the state-action

space. This phenomenon seriously affects the estimation accuracy

of the value function, which is conspicuous for centralized value

function methods. The variance of multi-agent policy gradient

would grow exponentially as the number of agents increases [36].

Value decomposition methods avoid the curse of dimensionality in

estimating joint action-value function by assuming that the value

function of each agent is independent, while the IGM assumption

limits the representation power of joint action-value function [16].

For example, in the traffic system at the crossroads, if the run-

ning car only maximizes self expected reward, the transportation

system may fall into chaos [2]. Therefore, the optimization objec-

tive of agents in cooperative tasks should contain cumulative self

expected reward and cooperative expected reward. We name the

newly defined expected objective as mutual value function informa-
tion (MVFI).

From the policy view, another problem is the collaborative ex-

ploration, which is neglected in current MARL algorithms. When

directly applying the existing MARL algorithms to complex games

with a large number of agents, agents may fail to learn good strate-

gies and end up with little interaction with other agents even when

collaboration is significantly beneficial [19]. Back to single-agent

RL, maximum entropy policy achieves conspicuous success in ex-

ploration by acquiring diverse behaviors. Someworks have revealed

that the objective with entropy regularization enjoys the smoother

optimization landscape and the faster convergence rate, which

builds connections between RL with probabilistic graphical models

and convex optimization [1]. Therefore, directly introducing the

maximum entropy policy into MARL is a natural idea, which is

already explored [12]. However, this method just aims to impose

the maximum entropy policy on the individual policies rather than

the joint stochastic policy. Similar work has done to generalize

maximum entropy policy into the stochastic games [11], such as

the two-player soft q-learning (TPSQL). Although this work shows

that the stochastic game with soft Q-learning would exhibit an

optimal state value, TPSQL is restricted to the two-player zero-sum

stochastic games. For this reason, designing an effective multi-agent

maximum entropy algorithm remains an open research problem.

Contributions. In this paper, we propose an novel off-policy

cooperative MARL algorithm, named IAC. The full architecture is

discussed in detail in Section 4. Our method has three following key

technical and experimental contributions. We analyze the necessity

and challenge of modeling the interaction between agents. To deal

with the problems, we propose a multi-agent joint stochastic policy

by adopting a collaborative exploration module on the policy side,

which is trained by maximizing the entropy-regularized expected

return. On the value side, we propose a new optimization objective

named mutual value function information, which is estimated by

the shared attention mechanism. As for the implementation issue,

we extend the value decomposition methods to continuous control

tasks and evaluate our algorithm on benchmark tasks including

classic control and multi-agent cooperative tasks. Experimental

results are shown in Section 5, which demonstrates that IAC not

only outperforms the state-of-the-art approaches but also achieves

better performance in terms of cooperation, robustness, and scal-

ability. Moreover, the positive performances of multi-agent joint

stochastic policy and MVFI are confirmed respectively in exper-

iments. Our work appears to be the first study of modeling the

interaction between agents under CTDE framework in cooperative

MARL.

2 BACKGROUND

In this section, we give the introduction to the problem formulation

of multi-agent cooperation and the basic building blocks for our

approach.

2.1 Notation

We consider Dec-POMDP [24] as a standard model consisting of a

tuple G = ⟨S,U,P,R,Z,O, 𝛾⟩ for cooperative multi-agent tasks.

Within G, 𝑠 ∈ S denotes the global state of the environment. Each

agent 𝑖 ∈ 𝑁 := 1, ..., 𝑛 chooses an action 𝑢𝑖 ∈ U at each time,

forming a joint action u ∈ U𝑛 . Let P(𝑠 ′ | 𝑠,u) : S × U𝑛 × S →
[0, 1] denotes the state transition function. The reward function

R(𝑠,u) : S ×U𝑛 → R is shared among all agents and 𝛾 ∈ [0, 1) is
the discount factor.

In a partially observable scenario, each agent has individual

observations 𝑧 ∈ Z according to the observation functionZ(𝑠,𝑢) :

S × U → O, which conditions on a stochastic policy 𝜋𝑖 (𝑢𝑖 | 𝑜𝑖 )
parameterized by 𝜃𝑖 : O×U → [0, 1]. Each agent has its observation
history 𝜏𝑖 ∈ T := (O × U)𝑡 . The joint action-value function is

defined as

𝑄𝝅
tot
(𝑠, 𝒖) = E𝑠𝑡 ,𝒖𝑡∼𝝉𝝅

[
𝑇∑︁
𝑡=0

𝛾𝑡𝑟𝑡 | 𝑠𝑡 = 𝑠, 𝒖𝑡 = 𝒖

]
, (1)

where 𝝅 is the joint policy with parameters 𝜃 = ⟨𝜃1, . . . , 𝜃𝑛⟩.

2.2 Value Decomposition Methods

Value decompositionmethods are widely used in value-basedMARL

algorithms [16, 27]. These methods estimate the joint action-value

function by learning individual action-value functions. For a joint

action-value function 𝑄𝝅
tot
(𝒐,u), if the following holds

arg max

u

𝑄𝝅
tot
(𝒐,u) =

©­­«
arg max𝑢1

𝑄1 (𝑜1, 𝑢1)
.
.
.

arg max𝑢𝑛
𝑄𝑛 (𝑜𝑛, 𝑢𝑛)

ª®®®¬ , (2)

𝑄𝑖 satisfies IGM Condition and the 𝑄𝝅
tot
(𝒐,u) can be factorized

by 𝑄𝑖 (𝑜𝑖 , 𝑢𝑖 ). Equation 2 demonstrates that local maxima on the

individual action-values amount to the global maximum on the

joint action-value.

Building on purely independent DQN-style agents, VDN [30]

assumes that the joint action-value function can be additively de-

composed into action-value functions across agents. Differently,

QMIX [28] applies a structural constraint between 𝑄𝝅
tot
(𝒐,u) and

𝑄𝑖 (𝑜𝑖 , 𝑢𝑖 ) to meet the monotonic assumption

𝜕𝑄𝝅
tot
(𝒐,u)

𝜕𝑄𝑖 (𝑜𝑖 , 𝑢𝑖 )
≥ 0,∀𝑖 ∈ 𝑁 . (3)

The monotonic condition is guaranteed by a mixing network with

nonnegative weights, which in turn guarantees Equation 2. Massive
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challenging MARL tasks, such as StarCraft II, demonstrate the

monotonic decomposition form is simple but effective as it can be

performed in O(𝑛 |U|) time as opposed to O(|U|𝑛).

2.3 Maximum Entropy RL

Maximum Entropy Learning is an active research area in recent

years and it has been applied inmany aspects [33, 43]. Different with

the standard reinforcement learning, which maximizes the expected

sum of rewards

∑𝑇
𝑡=0
E(𝑜𝑡 ,𝑢𝑡 )∼𝜏𝜋 [𝑟 (𝑜𝑡 , 𝑢𝑡 )], the maximum entropy

policy favors stochastic policies by augmenting the objective with

the expected entropy of the policy

𝐽 (𝜋) =
𝑇∑︁
𝑡=0

E(𝑜𝑡 ,𝑢𝑡 )∼𝜏𝜋 [𝑟 (𝑜𝑡 , 𝑢𝑡 ) + 𝛼H(𝜋 (· | 𝑜𝑡 ))] , (4)

where H(𝜋 (· | 𝑜𝑡 )) denotes the entropy of the policy, which im-

plies the randomness of the policy. The temperature parameter 𝛼

determines the relative importance of the entropy term against

the reward. Maximum entropy policy calculates the soft Q-value

iteratively with the entropy-regularized expected return objective

as follows:

𝑄
soft
(𝑜𝑡 , 𝑢𝑡 ) = 𝑟 (𝑜𝑡 , 𝑢𝑡 ) + 𝛾E𝑜𝑡+1∼𝑝 [𝑉soft

(𝑜𝑡+1)] , (5)

𝑉
soft
(𝑜𝑡 ) = E𝑢𝑡∼𝜋 [𝑄soft

(𝑜𝑡 , 𝑢𝑡 ) − 𝛼 log𝜋 (𝑢𝑡 | 𝑜𝑡 )] . (6)

According to the learned Q-function in Equation 5, maximum en-

tropy policy is directly updated for each state by minimizing the

following objective

𝐽 (𝜋) = E𝑜𝑡∼𝜏𝜋

𝐷𝐾𝐿
©­­«𝜋 (· | 𝑜𝑡 ) ∥

exp

(
1

𝛼𝑄soft
(𝑜𝑡 , ·)

)
𝑍

soft
(𝑜𝑡 )

ª®®¬


= E𝑜𝑡∼𝜏𝜋 ,𝜖𝑡∼N

[
log𝜋 (𝑓 (𝜖𝑡 ;𝑜𝑡 ) | 𝑜𝑡 ) −

1

𝛼
𝑄

soft
(𝑜𝑡 , 𝑓 (𝜖𝑡 ;𝑜𝑡 ))

]
,

where 𝑍
soft
(𝑜𝑡 ) denotes the partition function and 𝜖𝑡 represents

the noise vector sampled in Gaussian distribution N . The policy

is reparameterized [37] by a neural network transformation 𝑢𝑡 =

𝑓 (𝜖𝑡 ;𝑜𝑡 ). The above iteration process leads to an improved policy

in terms of the soft value function [13].

2.4 Collaborative Exploration in MARL

Exploration is necessary due to the long horizons and limited or

delayed reward signals in complex tasks. In general, current ex-

ploration methods in single-agent RL mainly include heuristics

methods [15], such as 𝜖-greedy and count-based methods [3, 32].

However, most algorithms for statistically efficient RL are not com-

putationally tractable in complex environments [26]. To deal with

this problem, MAVEN introduces a latent space for hierarchical con-

trol, which would be fixed over an entire episode. Each joint action-

value function can be thought of as a mode of joint exploratory

behavior [21]. Unfortunately, it is extremely hard to guarantee the

validness and diversity of the learned latent space.

3 ANALYSIS OF INTERACTION IN MARL

Current MARL algorithms pay little attention to the interaction

between agents. For example, individual exploration and individ-

ual action-value function estimation in QMIX. In this section, we

analyze the case that the policy learned by QMIX cannot represent

the true optimal action-value function as well as cannot be the op-

timal policy. A simple example is given by the payoff matrix of the

two-player three-action matrix game, which is shown in Table 1.

𝑢2

𝑢1

A B C

A 8 -12 -12

B -12 0 0

C -12 0 0

Table 1: Payoff of matrix game

𝑄2

𝑄1

-8.9(A) -0.6(B) -0.5(C)

-8.0(A) -8.06 -8.05 -8.05

0.1(B) -8.05 -0.01 -0.01

0.2(C) -8.05 -0.02 -0.01

Table 2: Individual and joint action-value of QMIX

According to the learned values in Table 2, the Boltzmann policy

of QMIX is shown in Table 3 according to

𝑃 (𝑢𝑖, 𝑗 ) =
exp(𝑄𝑖, 𝑗/𝛼)∑
𝑖, 𝑗 exp(𝑄𝑖, 𝑗/𝛼)

. (7)

However, experimental result indicates that QMIX learns a subopti-

mal policy under uniform visitation. To solve this problem, several

methods choose to communicate self-state information with other

agents [8, 41]. But this does not work in the grid task as there is no

state-information. Meanwhile, we find out that if each agent knows

the actions of other agents in advance and use them as part of the

state, we can accurately get the optimal solution, which is shown in

Table 4. For the convenience of expression, we name this method

as QMIXs. For details of it, please refer to the Appendix ??. Unfor-

tunately, interacting action-information violates the Dec-POMDP

framework where all agents choose actions simultaneously. For

this reason, we propose an novel MARL algorithm modeling the

interaction between agents under the Dec-POMDP framework in

Section 4.

𝑢2

𝑢1

A B C

A 0.01 0.02 0.02

B 0.02 0.23 0.23

C 0.01 0.23 0.23

Table 3: Policy of QMIX

𝑢2

𝑢1

A B C

A 0.76 0.01 0.01

B 0.01 0.05 0.05

C 0.01 0.05 0.05

Table 4: Policy of QMIXs

4 AN INTERACTIVE APPROACH FOR MARL

In this section, we analyze the necessity for modeling the inter-

action between agents and the key challenges of the maximum

entropy MARL. Based on these challenges, we introduce the novel

cooperative MARL algorithm, Interactive Actor-Critic, which is

shown in Figure 1. The complete algorithm is illustrated in Algo-

rithm 1.
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Figure 1: The structure of IAC. The leftmost box denotes the collaborative exploration module. Attention-QMIX Structure is

shown on the right-hand side. During the centralized training, all the boxes are activated with shared information. During

the decentralized execution, agents observe local information and only the orange boxes are activated.

4.1 Collaborative Exploration Module

Individual exploration in single-agent RL, such as increasing per-

agent exploration rate 𝜖 , can help exploration. However, individual

exploration may lead to provably poor exploration and subopti-

mality in MARL [21], which is illustrated by the simple example

in Section 3. As the superior exploration ability of the maximum

entropy policy discussed in the Section 1, a natural idea is extending

the maximum entropy policy to MARL algorithms. The modified

objective with the expected entropy of the joint stochastic policy is

defined as

𝝅∗ = arg max

𝝅

𝑇∑︁
𝑡=0

E(𝒐𝑡 ,𝒖𝑡 )∼𝝉𝝅 [𝑟 (𝒐𝑡 , 𝒖𝑡 ) + 𝛼H(𝝅 (· | 𝑠𝑡 ))] . (8)

With the joint action-value function, the joint stochastic policy is

updated as follows:

𝝅new = arg min

𝝅 ′
𝐷𝐾𝐿

©­­«𝝅 ′(· | 𝒐𝑡 ) ∥
exp

(
1

𝛼𝑄
𝝅

old

tot
(𝒐𝑡 , ·)

)
𝑍
𝝅

old

tot
(𝒐𝑡 )

ª®®¬ . (9)

The above iteration is the standard multi-agent maximum entropy

policy, and it mainly follows along the standard Soft Q-Learning the-

orem [12]. Following the proof of soft policy iteration in SAC [13],

this standard maximum entropy policy in MARL inherits the con-

vergence property for the joint stochastic policy iteration, which is

formally stated in Theorem 1.

Theorem 1. Let 𝝅
old

and 𝝅new denote the joint stochastic policy,
which is the optimizer of the minimization problem in Equation 9.
The joint action-value function has a joint stochastic policy improve-
ment 𝑄𝝅new

tot
(𝒐𝑡 , 𝒖𝑡 ) ≥ 𝑄

𝝅
old

tot
(𝒐𝑡 , 𝒖𝑡 ) for all (𝒐𝑡 , 𝒖𝑡 ) ∈ O × U with

|U| < ∞. The joint stochastic policy 𝝅 could converge to 𝝅∗ such
that 𝑄𝝅∗

tot
(𝒐𝑡 , 𝒖𝑡 ) ≥ 𝑄𝝅

tot
(𝒐𝑡 , 𝒖𝑡 ) for all 𝝅 ∈ Π, where Π denotes the

set of policies.

The standard maximum entropy MARL method learns the joint

stochastic policy 𝝅 (𝒖𝑡 | 𝒐𝑡 ) while the individual policy 𝜋𝑖 (𝑢𝑖 | 𝑜𝑖 ) is
unavailable, which violates the CTDE framework. To deal with the

issue, we attempt to use the multivariate Gaussian distributionN𝑀
to model the interaction between individual policies because the

behavioral strategies reflect agents’ cooperation relationship [18].

Let 𝑑 denote the dimension of the action space for each agent

and Σ denote the covariance matrix of the multivariate Gaussian

distribution. The probability density function of the distribution

N𝑀 is calculated as follows:

𝑓 (𝑥) = 1(√
2𝜋

)𝑛𝑑
|Σ|

1

2

exp

{
− (𝑥 − 𝜇𝑥 )

𝑇 (Σ)−1 (𝑥 − 𝜇𝑥 )
2

}
, (10)

where 𝑥 is a random variable that represents actions sampled from

the multivariate Gaussian distribution. 𝜇𝑥 indicates the mean of

𝑥 , which represents the output of individual policies. When the

individual policies are independent, the off-diagonal elements of

the covariance matrix Σ are 0. The joint action-value function can

be simplified to

𝑄tot =

𝑇∑︁
𝑡=0

E(𝒐𝑡 ,𝒖𝑡 )∼𝝉𝝅

[
𝑟 (𝒐𝑡 , 𝒖𝑡 ) − 𝛼

𝑛∑︁
𝑖=1

log𝜋𝑖 (· | 𝑜𝑖𝑡 )
]
. (11)

Otherwise, the covariance matrix Σ is a real symmetric matrix,

which reflects the relationship between behavioral strategies of

agents. When the agent number increases largely, it is hard to

approximate the value of Σ due to the exponential growth of inter-

actions and dimensionality. Therefore, we replaceN𝑀 with the low
rank multivariate Gaussian distribution N𝐿𝑀 and decompose the

covariance matrix Σ𝑛𝑑×𝑛𝑑 as follows:

Σ𝑛𝑑×𝑛𝑑 = 𝐿𝑛𝑑×𝑚𝐿𝑇
𝑛𝑑×𝑚 + 𝐷𝑛𝑑×𝑛𝑑 , (12)

where 𝑛 is the number of agents and 𝐿𝑛𝑑×𝑚 denotes the covariance

factor. 𝐷𝑛𝑑×𝑛𝑑 denotes the covariance diagonal matrix. 𝐿𝑛𝑑×𝑚 is

named the collaborative exploration matrix, which is approximated

with a shared neural network

𝐿𝑛𝑑×𝑚 = 𝑓𝜓 (𝑠𝑡 ;𝜓 ), (13)
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where 𝑓𝜓 (𝑠) is parameterized by 𝜓 and the input of the shared

neural network is global state information 𝑠 . The joint stochastic

policy is reparameterized as follows

𝒖𝑡 = 𝑝𝜃,𝜓 (𝝐𝑁 , 𝝐𝑀 ; 𝒐𝑡 , 𝑠𝑡 )
= 𝑓𝜃 (𝝐𝑁 ; 𝒐𝑡 ) + 𝑓𝜓 (𝝐𝑀 ; 𝑠𝑡 )
= 𝝁𝑡 + 𝝈𝑡𝝐𝑁 + 𝐿𝑛𝑑×𝑚𝝐𝑀 , (14)

where 𝑝𝜃,𝜓 denotes the joint stochastic policy network composed

of the individual policy network 𝑓𝜃 the collaborative exploration

network 𝑓𝜓 . 𝒖 = [𝜇1, . . . , 𝜇𝑛],𝝈 = [𝜎1, . . . , 𝜎𝑛] are the vectors,

where 𝜇𝑖 , 𝜎𝑖 are the outputs of the individual policies 𝜋𝑖 (𝑜𝑖 ;𝜃𝑖 ). 𝝐𝑁
denotes the individual Gaussian noise and 𝝐𝑀 denotes the collabo-

rative Gaussian noise.

While executing, we set the individual Gaussian noise 𝝐𝑁 and the

collaborative Gaussian noise to 0. Each agent only applies their indi-
vidual information to make decisions. The collaborative exploration

policy only works in the training phase, which meets the require-

ment of the CTDE framework. Sine the joint stochastic action 𝒖 is

resampled from the low rank multivariate Gaussian distribution

N𝐿𝑀 , the entropy of the joint stochastic policy H(𝝅 (· | 𝑠𝑡 )) can
be calculated according to the Equation 10. The policy parameters

are learned by minimizing the following equation

𝐽𝝅 (𝜃,𝜓 ) = E𝝉∼𝝅

𝐷𝐾𝐿
©­­«𝝅𝜃,𝜓 (· | 𝒐𝑡 , 𝑠𝑡 ) ∥

exp

(
1

𝛼𝑄
𝝅

old (𝒐𝑡 , ·)
)

𝑍𝝅
old (𝒐𝑡 )

ª®®¬


= E(𝑠𝑡 ,𝒐𝑡 )∼𝝉𝝅 ,𝝐𝑁 ,𝝐𝑀∼N [log𝝅𝜃,𝜓 (𝑝𝜃,𝜓 (𝝐𝑁 , 𝝐𝑀 ; 𝒐𝑡 , 𝑠𝑡 ) | 𝒐𝑡 , 𝑠𝑡 )−
1

𝛼
𝑄tot (𝒐𝑡 , 𝑝𝜃,𝜓 (𝝐𝑁 , 𝝐𝑀 ; 𝒐𝑡 , 𝑠𝑡 ))] . (15)

where 𝑄tot is the joint action-value function, which is discussed in

detail in Subsection 4.2.

4.2 Mutual Value Function Information

As discussed in Subsection 2.2, the joint action-value function 𝑄tot

can be factorized by𝑄𝑖 (𝑜𝑖 , 𝑢𝑖 ) according to the IGM condition, while

the decomposition methods have been criticized for the limited

representative ability of the joint action-value function. Therefore,

we propose a new optimization objective, whichmaximizes the joint

action-value function 𝑄tot (𝒐𝑡 , 𝒖𝑡 ) by maximizing the individual

action-value function 𝑄𝑖 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ) and the cooperative action-value

function 𝑄𝑖 𝑗 (𝑜𝑖𝑡 , 𝑜
𝑗
𝑡 , 𝑢

𝑖
𝑡 , 𝑢

𝑗
𝑡 )

𝑄tot (𝒐𝑡 , 𝒖𝑡 ) =
𝑛∑︁
𝑖=0

𝑄𝑖 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ) +
𝑛∑︁
𝑖=0

∑︁
𝑗≠𝑖

𝑄𝑖 𝑗 (𝑜𝑖𝑡 , 𝑜
𝑗
𝑡 , 𝑢

𝑖
𝑡 , 𝑢

𝑗
𝑡 ), (16)

𝜋𝑖 (𝒐𝑡 ) = arg max

𝑢𝑖

𝑄𝑖 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ) +
∑︁
𝑗≠𝑖

E𝑢 𝑗∼𝜋 𝑗

[
𝑄𝑖 𝑗 (𝑜𝑖𝑡 , 𝑜

𝑗
𝑡 , 𝑢

𝑖
𝑡 , 𝑢

𝑗
𝑡 )

] ,

(17)

where 𝜋 𝑗 denotes the fixed policy of agent j. We name the new opti-

mization objective as mutual value function information. Based on

the new objective, the IGM condition in Subsection 2.2 is modified

Algorithm 1 Interactive Actor-Critic (IAC)

1: Initialize parameter vectors 𝜃,𝜓, 𝜗, 𝜙

2: Initialize replay buffer D, parameters update rate 𝑇 , training

times 𝑡

3: for each episode do

4: Reset environment and receive 𝑠 , 𝒐
5: for each step in episode do

6: Select actions 𝒖 ∼ 𝝅 (· | 𝒐, 𝑠) according to (14)

7: Send 𝒖 to environment and receive 𝒐′, 𝑠 ′, 𝑟
8: Store transitions in replay buffer D
9: if |D| > 𝑁

Batch
then

10: Sample minibatch 𝐵

11: Calculate 𝒖 ∼ 𝝅𝜃 (𝒐𝐵, 𝑠𝐵) according to (14)

12: Calculate 𝑄tot (𝒐𝐵, 𝒖, 𝑠𝐵 ;𝜗, 𝜙) according to (22)

13: Update the joint-policy according to (15)

14: Calculate 𝑄tot (𝒐𝐵, 𝒖𝐵, 𝑠𝐵 ;𝜗, 𝜙) according to (22)

15: Calculate 𝒖 ′ ∼ 𝝅𝜃− (𝒐′𝐵, 𝑠𝐵) according to (14)

16: Calculate 𝑄tot (𝒐′𝐵, 𝒖
′, 𝑠 ′
𝐵

;𝜗−, 𝜙−) according to (22)

17: Update critics using ∇𝐿𝑄 (𝜗, 𝜙) according to (23)

18: end if

19: if t % T = 0 then

20: Update target parameters:

𝜃− ← 𝜃 ,𝜓− ← 𝜓 , 𝜗− ← 𝜗 , 𝜙− ← 𝜙

21: end if

22: end for

23: end for

as

arg max

u

𝑄𝝅
tot
(𝒐,u) =

©­­­«
arg max𝑢1

{
𝑄1 (𝑜1, 𝑢1) +

∑
𝑗≠1
E

[
𝑄1𝑗

]}
.
.
.

arg max𝑢𝑛

{
𝑄𝑛 (𝑜𝑛, 𝑢𝑛) +

∑
𝑗≠𝑛 E

[
𝑄𝑛𝑗

]} ª®®®¬ .
(18)

However, accurately calculating the mutual value function is ex-

tremely hard due to the uncertainty of the cooperative relationship

between agents, which is the core problem of MARL. We adopt the

shared attention mechanism to approximately meet the condition

in Equation 18. The individual action-value function 𝑄
𝜙

𝑖
(𝒐𝑡 , 𝒖𝑡 ) is

calculated according to all observation-action information of agents

𝑄
𝜙

𝑖
(𝒐𝑡 , 𝒖𝑡 ) = 𝑓𝑖 (𝑔𝑖 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ), 𝑥𝑖𝑡 ), (19)

𝑥𝑖𝑡 =
∑︁
𝑗≠𝑖

𝛼
𝑗
𝑡 ℎ(𝑉𝑔 𝑗 (𝑜

𝑗
𝑡 , 𝑢

𝑗
𝑡 )), (20)

where 𝑓𝑖 , 𝑔𝑖 , ℎ denote multi-layer perceptions and 𝑥𝑖 denotes the

weighted sum of per-agent action-values. The matrix 𝑉 is shared

across agents. Individual action-value functions are parameterized

by 𝜙 = ⟨𝜙1, 𝜙2, . . . , 𝜙𝑛⟩. We apply the query-key system to compute

the attention weight 𝛼 𝑗 by comparing the embedding 𝑒 𝑗

𝛼 𝑗 ∝ exp

(
𝑒𝑇𝑗𝑊

𝑇
𝑘
𝑊𝑞𝑒𝑖

)
, (21)

where 𝑒𝑖 = 𝑔𝑖 (𝑜𝑖 , 𝑢𝑖 ),𝑊𝑘 transforms 𝑒 𝑗 into a key and𝑊𝑞 trans-

forms 𝑒𝑖 into a query. As for the implementation issue, we adopt a

multi-head attention mechanism to select the different weighted

mixture of per-agent action-values. The same mixing network as
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(a) DDPG-MIX.
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(b) Attn-QMIX.
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(c) IAC.

Figure 2: Visualization of value distributions and trajecto-

ries of variousmethods. Dotted lines denote trajectories gen-

erated by different algorithms. The red circle is the starting

point and the red star is the ending point.

QMIX is adopted to calculate the joint action-value function 𝑄tot

𝑄tot (𝒐𝑡 , 𝒖𝑡 , 𝑠𝑡 ;𝜗, 𝜙) = MIX

(
𝑄
𝜙

1
(𝒐𝑡 , 𝒖𝑡 ), ..., 𝑄𝜙𝑛 (𝒐𝑡 , 𝒖𝑡 ), 𝑠𝑡 ;𝜗

)
, (22)

where MIX denotes the mixing network parameterized by 𝜗 . The

attention-based joint action-value network is trained end-to-end

by minimizing the following loss

𝐿𝑄 (𝜗, 𝜙) =
|𝑏 |∑︁
𝑖=1

[(
𝑦tot

𝑖 −𝑄tot (𝒐𝑡 , 𝒖𝑡 , 𝑠𝑡 ;𝜗, 𝜙)
)

2

]
, (23)

𝑦tot = 𝑟 + 𝛾𝑄tot (𝒐𝑡+1, 𝒖𝑡+1, 𝑠𝑡+1;𝜗−, 𝜙−) |𝒖𝑡+1=𝝅− (𝒐𝑡+1,𝑠𝑡+1) , (24)

where 𝑏 is the batch sampled from the replay buffer and 𝝅− de-

notes the target joint stochastic policy. The target mixing network,

individual action-value network are parameterized respectively by

𝜗−, 𝜙−.

5 EXPERIMENTS

To evaluate our algorithm, we design a series of multi-agent co-

operative experiments to compare IAC with the state-of-the-art

MARL algorithms. Hyper-parameters and implementation details

are listed in Subsection 5.1 and Appendix ??. The state-of-the-art

MARL algorithms are represented in Subsection 5.2. The multi-

agent cooperative experiments are shown in Appendix ??. The

performance comparison between different methods and detailed

analysis are discussed in Subsection 5.3.

5.1 Setting

Simple World. We design a task named Simple World to evaluate

the exploration ability of the collaborative exploration module and

representative ability of Attention-based QMIX. Simple World is a

two-player one-action one-step task, which has no state and will

return the reward according to taken actions. For convenience, we

adopt two independent Gaussian distribution to represent the value

distributions. The means are [4, 3] and [−6,−6]. The variances are 5
and 2 respectively. There two value distributions denote the reward

distributions in the task.

Multi-Pendulum. In this subsection, we extend the pendulum task

from single-agent to multi-agent tasks. Single-pendulum in the gym

is a classic benchmark. In detail, we aim at swinging up a pendulum

starting from a random position and keeping it upright. Compared

with the single-pendulum task, the multi-agent classic control task

has multiple pendulums to be controlled. Each pendulum only
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(a) Independent policy distribu-

tion.
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(b) Collaborative policy distribu-

tion.

Figure 3: Visualization of value distributions and policy dis-

tributions. Colored area denotes independent value distribu-

tions. Bright color area indicates high reward. White circle

on (a) represents the independent policy distribution.White

circle on (b) represents the collaborative policy distribution.

receives the self-observation and the shared reward, which indicates

the multi-pendulum environment is a Dec-POMDP task. Moreover,

the reward information is sparse in the environment. When all

angles of pendulums are less than 0.2, the immediate reward is +5.

Otherwise, all agents receive reward 0.

Predator-prey is a classic multi-agent cooperative benchmark. In

the predator-prey game, 𝑁 slower cooperating agents chase a faster

adversary around a randomly generated environment with 𝐿 large

landmarks.We set three cooperating agents, two landmarks and one

adversary. The adversary moves randomly. When the cooperative

agents collide with the adversary, these cooperative agents receive a

shared reward +10. Otherwise, the immediate reward is 0. Predator-

prey is a Dec-MDP task as agents can observe the relative positions

and velocities of other agents and landmarks at all times.

PO-Predator-prey is an enhanced version of the predator-prey.

Different from the predator-prey task, agents in the PO-Predator-

prey task can only receive the information within the distance of

0.8. Other settings, such as the number of agents and the reward

function, are the same as the predator-prey task.

5.2 Baselines

We compare our algorithms with the state-of-the-art approaches:

MADDPG and MAAC, which are decentralized policies of central-

ized training. To ensure the accuracy of the reproduction, we apply

the official code
1
.

Since improvements of IAC come from both actor and critic

modules, we set different baselines to evaluate their performances

respectively. We combine the value decomposition methods and

the multi-agent deterministic policy. This basic approach is named

DDPG-MIX. We replace respectively the exploration policy and

attention module in IAC to generate the corresponding baselines:

Soft-QMIX (SQ) and Attention-QMIX (Attn-QMIX).

As a comparison for maximum entropy policy, a naive method

to solve the problem in Subsection 4.1 is defining the soft individual

1
https://github.com/openai/maddpg, https://github.com/shariqiqbal2810/MAAC
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(b) Average rewards in Predator-prey task.
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(c) Average rewards in PO-Predator-prey task.

Figure 4: Evaluation of various methods in Classic Control, Predator-prey and POMDP-predator-prey tasks. IAC achieves

better performance in all tasks compared with other baselines.

action-value function:

𝑄𝑖 =

𝑇∑︁
𝑡=0

E(𝑜𝑖𝑡 ,𝑢𝑖𝑡 )∼𝜏𝜋𝑖
[
𝑟 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ) + 𝛼H(𝜋𝑖 (· | 𝑜𝑖𝑡 ))

]
. (25)

Mixing Network in Section 4.2 calculates the joint action-value

function 𝑄tot by approximating weight 𝜗 in neurual network

𝑄tot =

𝑛∑︁
𝑖=1

MIX

(
𝑄𝑖 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 );𝜗

)
=

𝑛∑︁
𝑖=1

MIX

(
𝑇∑︁
𝑡=0

E(𝑜𝑖𝑡 ,𝑢𝑖𝑡 )∼𝜏𝜋𝑖
[
𝑟 (𝑜𝑖𝑡 , 𝑢𝑖𝑡 ) + 𝛼H(𝜋𝑖 (· | 𝑜𝑖𝑡 ))

]
;𝜗

)
,

(26)

where MIX denotes the Mixing Network, such as the QMIX Net-

work. Based on individual policies, the entropy of the joint sto-

chastic policy is

∑𝑛
𝑖=1

MIX

(∑𝑇
𝑡=0
E(𝑜𝑖𝑡 ,𝑢𝑖𝑡 )∼𝜏𝜋𝑖

[
H(𝜋𝑖 (· | 𝑜𝑖𝑡 ))

]
;𝜗

)
.

We name this method as Soft Individual QMIX (SIQ), which has

the similar critic structure as IAC but different exploration module.

Moreover, we adopt the same attention-based critic module in SIQ

to generate the corresponding baseline: Soft-Individual-Attention-

QMIX (SIAQ). All the abovemethods use the same hyperparameters

and networks as IAC.

5.3 Results

Simple World. We evaluate DDPG-MIX, Attn-QMIX and IAC in

the task, which is illustrated in the Figure 2. Experimental results

indicate that the Attn-QMIX has a stronger representative ability

compared with QMIX. Moreover, compared with the individual

exploration, the collaborative exploration module in IAC promotes

to explore the more meaningful area. The experimental result can

be explained visually in Figure 3, where we consider two different

exploration policies: the independent policy and the collaborative

policy. Both the independent policy and collaborative policy are

denoted by a multivariate Gaussian distribution with the same

mean [−1,−1]. The covariance matrix of the independent policy is

Σ = [4, 0; 0, 20]. The covariance matrix of the collaborative policy is

Σ = [15, 10; 10, 15]. The independent policy distribution has some

meaningless areas, which induces useless exploration. On the con-

trary, the collaborative policy distribution prefers to explore high
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(d) Visualization at the 60th step

Figure 5: Visualization of the covariance matrix in IAC at

different steps in the multi-pendulum task. We set the num-

ber of the pendulums is 3. The covariance matrix indicates

the relationship of behavior strategies. Values in the covari-

ance matrix change from irregular to regular, which indi-

cates that there is a clear relationship between agents.

reward areas, which indicates that the collaborative exploration is

more effective compared with the independent exploration.

Multi-Pendulum. The experimental results are shown in Figure 4.

The improvements of IAC, SIAQ, and DDPG-MIX are apparent com-

pared withMADDPG andMAAC, which indicates the superiority of

value decomposition methods. We visualize the covariance matrix

Σ in IAC at different training steps, which is shown in Figure 5. At

the 1st step, the covariance matrix consists of irregular values. The

policy of the first agent is positively related to itself and negatively

related to the third agent. Gradually, the relationship of agent poli-

cies is positive. Finally, the relationship of agent policies is stable.

In the multi-pendulum task, agents have the same objective and
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Figure 6: Scalability performance in the multi-pendulum

task. When all angles of the pendulums are less than 0.2,

the immediate reward is +0.5. When there are one or three

pendulums meeting the angle requirement, the immediate

rewards are +0.1 and +0.2 respectively.

their policies should be positively related, which has been satisfied

by the visualization result.

Moreover, we evaluate the scalability of IAC and SIAQ in multi-

pendulum task. As the number of agents grows, rewards in this task

are extremely sparse. To reduce the exploration difficulty, agents

receive few rewards when a few pendulums meet the angle require-

ment, which is illutrated in Figure 6. Experimental results illustrate

that the performance of IAC does not deteriorate when pendulums

are increased, while the performance of SIAQ is not scalable.

Predator-prey and PO-Predator-prey. Various algorithms are

evaluated in Predator-prey and PO-Predator-prey tasks, whose re-

sults are illustrated in the Figure 4. Experimental results indicate

that value-based methods achieve better performance than MAD-

DPG and MAAC. Moreover, collaborative exploration module has

superior performance than the deterministic policy. Compared with

other methods, our proposed algorithm (IAC) is competitive in both

environments. As the reward setting in the Predator-prey task is

similar to the multi-pendulum task, MADDPG and MAAC have

limited capacity to find the optimal individual action-value func-

tion for each agent. We set the average reward threshold to 1000,

where three predators can succeed to capture prey cooperatively.

Compared with DDPG-MIX and SIAQ, IAC saves 0.295 and 0.06

million steps respectively to complete the predator-task.

In the PO-Predator-prey task, agents only receive the local infor-

mation within 0.8 distance. Experimental results indicate that the

performance of MADDPG, DDPG-MIX and SIAQ have decreased.

As the MAAC applies the attention mechanism to calculate the in-

dividual action-value function, the performance of MAAC is main-

tained. Compared with these methods, IAC still achieves better

robustness and succeeds to capture prey cooperatively. Since IAC

and SIAQ have been modified on the policy and value-function

estimation sides, the respect performance analysis is necessary,

which is represented in Figure 7. Compared with SQ and SIQ, IAC

and SIAQ achieve better performance in terms of the saved time
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Figure 7: The performance comparison between IAC, SIAQ

and baselines. Assume agents controlled by DDPG-MIX cap-

ture prey cooperatively in the Predator-prey task at time 𝑡1.

Other methods achieve the same objective at time 𝑡𝑖 . The

saved steps is Δ𝑡 = 𝑡1 − 𝑡𝑖 , and the unit is one thousand step.

The diff-return is the episode return difference between IAC,

SIAQ and DDPG-MIX in the PO-Predator-prey task.

and episode reward. Therefore, both the collaborative exploration

policy and shared attention mechanism have a positive influence

on the performance.

6 CONCLUSION

In this paper, we propose a novel cooperative MARL algorithm

named IAC to model the interaction between agents. IAC adopts

the collaborative exploration module for the policy to couple the

individual policies and the joint-policy of agents, which is trained

by maximizing the entropy-regularized expected return. For the

value estimation, IAC utilizes a shared attention mechanism to esti-

mate the mutual value function, which considers the impact of the

teammates. Moreover, IAC extends the value decomposition meth-

ods to continuous control tasks. Taking the advantages for both

sides of collaborative exploration and mutual value function, IAC

not only outperforms existing baselines but also achieves superior

cooperation, robustness and scalability.

In the future, we will extend our work to large-scale multi-agent

tasks liking MAgents [10, 39], because AI multi-agent system grad-

ually contains hundreds of agents, such as the Warehouse Robot

System and Bee colony system. These large-scale multi-agent sys-

tems have more complex interaction and tasks. We believe that

solving modeling interaction in multi-agent systems would be one-

step toward Multi-Agent AI.
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