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ABSTRACT
In recent years, product shortages caused by supply chain disrup-
tions have generated problems for consumers worldwide. In supply
chains, multiple decision-makers act on uncertain information they
receive from others, often leading to sub-optimal decisions that
propagate the effects of supply chain disruptions to other stakehold-
ers. Therefore, understanding how humans learn to interpret infor-
mation from others and how it influences their decision-making
is key to alleviating supply chain shortages. In this work, we in-
vestigated how downstream supply chain echelons, health centers
in pharmaceutical supply chains, interpret and use manufacturers’
estimated resupply date (ERD) information during drug shortages.
We formulated a computational model of a health center based
on a partially observable Markov decision process that learns a
manufacturer’s information sharing tendencies through an obser-
vation function. To investigate the model and important factors
influencing decisions and perceptions of ERD, we conducted a hu-
man experiment to study where subjects played the role of a health
center during a drug shortage. They received ERDs from a manufac-
turer on a weekly basis and decided whether or not to switch to an
alternative product (and pay additional costs) to avoid running out
of stock. The results show that different manufacturers’ sequences
of ERDs and the accuracy of ERDs could impact subjects’ decisions,
beliefs, performance, and perception of the manufacturer. We also
found that the subjective belief of ERDs is the best predictor of
subjects’ switching decisions. Lastly, we fit the observation func-
tion’s learning rate and show that the model can predict subjects’
decisions better than other baseline models in most conditions.
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1 INTRODUCTION
Recently, the United States and other nations witnessed global sup-
ply chain disruptions that led to shortages in valuable minerals,
computer chips, and pharmaceutical products, among other im-
portant items [18]. Some of these disruptions were caused by the
COVID-19 pandemic and resultant policy changes, while others
were the results of more common disruptions, like manufacturer
shutdowns. The problem of supply chain disruptions, however, is
not new, and is only getting worse. Recent increases in globalization
and complexity of supply chains has only increased the vulnera-
bility of supply chains already experiencing frequent disruptions
[10]. In fact, the National Academies of Science, Engineering, and
Medicine have compiled work in an attempt to address the exact
problem of resiliency in critical supply chains [32].

Supply chain disruptions are particularly troublesome in phar-
maceutical supply chains (PSCs) [11], where demand is inelastic.
In PSCs, the customers (patients) depend on life-saving medicines
at health centers (HCs). If a drug is in short supply because of a
supply chain disruption, patients may not receive the healthcare
they need, or they may be treated with alternative medications that
are more costly and/or more harmful. Unlike the products in other
supply chains (e.g., clothes, produce, etc.), disruptions to PSCs have
a direct, sometimes unavoidable, impact on people’s well-being.

Unfortunately, drug shortages are too common [12], so HCs are
constantly tasked with trying to mitigate effects of drug shortages
on patients. In order to do this, pharmacists may decide to employ
any number of different mitigation strategies within the HC to
conserve inventory for the most high-risk patients. The most costly
mitigation strategy a pharmacist could implement involves switch-
ing medical practices entirely over to an alternative product that
is in good supply. Pharmacists usually try to avoid this mitigation
strategy because of how costly it is to HC operations and because
of potential health impacts on patients. However, it is not always
avoidable when supply is low and there is no resupply in sight.

Ultimately, a pharmacist’s goal is to avoid running out of stock
of any particular medication. Interviews with hospital pharmacists
of a major hospital system in the United States brought to light
the uncertainty and unreliability of future supply information. In
the PSC setting, HCs are given estimated resupply dates (ERDs),
dates communicated by pharmaceutical manufacturers (MNs) to
HCs indicating when the HCs should receive their next shipment
of a specified product (which, usually, partially fills an existing back
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order). Though the intent of the information is to inform inventory
management decisions at HCs, this information is often unreliable
and changing, making the information difficult for pharmacists to
reason with.

During a drug shortage, HC pharmacists have to consider their
inventory, utilization, and the ERD information provided to them,
and decide whether or not they will run out of inventory in the
future (and they should implement mitigation strategies now) or
whether their inventory will last them until replenishment arrives.
This problem can be simplified into a choice between two possible
decisions: (1) "Switch now": implement mitigation strategies now,
at lower cost than switching products later, or (2) "Wait and see":
wait and see if more supply will arrive (therefore, incurring no
costs) at the risk of being forced to change products (incurring
the maximum cost) if the inventory runs out. We call this "The
Switching Problem". It will be the focus of the rest of this paper.
Making the optimal decision that minimizes the cost to HCs is espe-
cially difficult when the ERD information is uncertain and subject
to change during a shortage. This work examines and computation-
ally models how human decision-makers address The Switching
Problem given uncertain ERD information.

The Switching Problem is a Wicked Learning Problem, a prob-
lem involving learning in uncertain and changing environments
[17]. HCs attempt to learn about the communication tendencies
of the MNs as they experience additional shortages and receive
new (uncertain) ERD information over time. How HCs learn from
the ERD information, create mental models of the MNs, and then
generate actions from their beliefs, are all important parts in un-
derstanding how HCs interact with the rest of the supply chain
network. These decisions ultimately influence the costs experienced
by different supply chain stakeholders, and the effectiveness of the
overall system.

To study human behavior in this system, we formulated a model
of a HC’s decision-making process in The Switching Problem. Since
a HC faces multiple sequential decisions and has to rely on partial
information, we modeled the decision-making process using a par-
tially observable Markov decision process (POMDP) framework,
which is a framework for modeling sequential decision-making
under uncertainty based on partial observation. As the HC inter-
acts with the same MN over multiple ordering periods, the model
maintains the beliefs about the MN and learns to adapt to the ERD
behaviors of MN. Additionally, we explored a way to make the
model more human-like by including the effect of memory limita-
tion on learning to the model.

To investigate our model, we conducted a human subject ex-
periment that simulated repeated trials of The Switching Problem.
Subjects played the role of a HC and made switching decisions
on a weekly basis based only on ERD messages from MNs and
their own inventory information. We investigated multiple types
of MNs defined by their ERD communication tendencies. Further-
more, we explored subjects’ perceptions of different MNs, including
willingness to work with them again, trust, and trust-related factors.
The data from the experiment shows that different types of MN
induce different patterns of decision-making in the participants,
and influence participants’ beliefs and perceptions of the MN. It
also shows that participants’ subjective ERD is a good predictor
of their decisions, highlighting the importance of modeling HC’s

beliefs (that can keep changing). Finally, the results from model
fitting reveal that a model that learns with limited memory can
predict human decisions well across multiple types of MNs.

2 RELATEDWORK
This work applies a POMDP framework to model decision-making
in the context of disrupted supply chains with information sharing.
Many studies in operations research and decision sciences literature
already explore the effects of information and disruptions on overall
supply chain performance [23, 40].

On the theoretical side, studies have shown how supply chain
disruptions can cause the bullwhip effect when agents follow a typ-
ically optimal base stock policy [24]. Doroudi et. al. (2020)[9] show
how such effects are exacerbated and prolonged when retailers in
a multi-echelon supply chain change their ordering choices accord-
ing to historical order fulfillment, mimicking a real-life scenario
where retailers order more from retailers they trust to supply them.

In efforts to improve supply chain systems by incorporating
information sharing structures, some studies were able to demon-
strate the value of information sharing in improving overall supply
chain profits. These studies have all considered several different
kinds of information that could be shared between supply chain
stakeholders, including manufacturing capacity [4], production
yield [7], lead time estimates [6], demand projections [25], and
disruption duration information [28]. Though these studies provide
theoretical evidence for the value of information sharing, it is im-
portant to study empirically how humans utilize and act on this
information in order to make inventory management decisions.

Previous studies have taken an empirical approach to understand
how the behavior of human decision-makers changes in disrupted
supply chain scenarios. Sakar and Kumar (2015)[36] showed in a
replication of the beer game, that the bullwhip effect (i.e. players
over-ordering supply) could bemitigated during a supply disruption
by sharing knowledge of the disruption with other stakeholders.
They found that informing others of the supply chain disruption
decreases deviations from typical orders and strengthens the buyer-
supplier relationship, improving the long-term efficiency of the
system. Using an agent-based simulation framework [8], Mohadessi
et al. (2020) were able to replicate the bullwhip effect in a study of
human players in a simulated beer game experiment with supply
disruption [30]. Unlike the findings in Sakar and Kumar (2015),
participants in this study did not alter their behavior during the
game despite being given addition information on suggested (op-
timal) order amounts. A follow-up study [29], however, did show
evidence for supplier inventory information influencing players’
ordering behaviors. In our study, players will be forced to use ERD
information (as part of the only known information in the exper-
iment) during the supply chain disruption to determine the best
inventory management policy, granting us the ability to model the
decision-making behavior more directly than in these studies.

Some studies have attempted to isolate the effects of information
on human decision-making by focusing on supply and/or informa-
tion uncertainty as the only caveat in the supply chain experiment,
omitting the effects of supply chain disruptions. In 2013, Ancarani
et al. [2] filled an existing gap in supply chain literature by examin-
ing the supplier-side uncertainty on supply chain efficiency. They
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used a beer game experiment to show that stochastic lead times
from suppliers cause participants to increase the variability in their
orders, exacerbating the bullwhip effect. Hofstra et al. (2022) [16]
considered an additional type of uncertainty: inventory record in-
accuracy. The authors showed in a human experiment of managing
inventory in a supply chain, that participants were more likely to
over-stock on products when they had inaccurate inventory records
as compared to those who had uncertain supply lead times. These
results suggest that participants are more likely to respond to and
correct for uncertainty internal to their organization, as opposed
to the uncertainty created by other entities.

In almost all of the aforementioned studies, researchers have
mostly utilized the beer game or news-vendor problems to capture
how ordering behavior changes with extra information and/or un-
certain supply. These experimental designs assume stakeholders
(including the players) are simply trying to optimize their inven-
tory management, and that any unmet demand can be tracked as
backlog. In this study, we expose a case of supply chain structure
that is unique to the current literature: a case with inelastic demand,
where if demand is not met, maximum penalties are incurred. Ex-
ploring the decision-making process of humans in this particular
supply chain condition lends us the opportunity to uncover trends
and behavior that may be useful knowledge in efforts to improve
the operation conditions of supply chains with critical demand, like
pharmaceutical supply chains.

2.1 Human Aspect
One important aspect to consider when it comes to human learning
is memory [3]. People have limited memory, and the learning could
be biased by the timing of the experiences, in particular, the primary
effect in which the observations at the beginning of a sequence
tend to be recalled very well and the recency effect in which the
observations at the end of a sequence tend to be recalled more
than the middle observations [31]. Therefore, time and order of
observations could have an impact on human learning and memory,
unlike a standard Bayesian update, which is part of POMDP, where
the order of observations does not matter. As has been emphasized
by bounded rationality, to create a human-like model, it is important
to recognize human limitation [14, 38]. Thus, in this work, we
attempt to incorporate the limitation of memory into the model.

Another key concept in the ERD scenario is trust. Trust is es-
sential for effective, cooperative multi-agent interaction where one
agent relies on another agent for some risky decisions. A common
definition by Mayer et al. defines "trust" as the willingness of an
agent (the trustor) to become vulnerable to the action of another
agent (trustee) based on the expectation that the other will perform
the action important to the trustor without the ability to monitor
or control that other agent. Researchers have also identified several
trust dimensions, including competence (or ability), benevolence,
integrity, and predictability [26, 27]. A few existing works have
studied trust in the supply-chain context. A study by Kim (2009)
[21] showed that trust-based relationships could decrease inven-
tory variability. Another study by Jalbut and Sichman (2018) [19]
found that trust-based relationships could thrive if communication
is honest. Doroudi et al. (2020) [9] show that the timing and scale of
the supply-chain disruptions could depend on the buyer’s trust in a

seller. As a study on trust in The Switching Problem is still lacking,
we also explore how trust and trust-related factors could differ due
to the types of MNs and their ERD communication tendencies.

3 THE ERD EXPERIMENT
In this section, we detail the ERD experiment to explore potential
factors influencing subjects’ learning and decision-making while
facing The Switching Problem. The experiment structure closely
follows actual HC’s experiences when given ERD information, as
discussed in Introduction. Subjects play the role of a health center
pharmacy supply chain manager who orders drugs and manages
drug shortages at a health center. The subject’s job is to maintain a
supply of different drugs at a minimum cost to the health center.
The HC typically orders drugs from a primary MN (called Ackner
Inc.). When a supply disruption occurs and a drug goes on shortage,
Ackner Inc. will give an ERD to the HC, communicating when
they expect to send the HC a replenishing shipment. We assume
in the experimental design that the next shipment of products
will replenish the HC with enough inventory for the foreseeable
future. This way, subjects are only concerned about the timing of
the shipment, not the quantity of supply that arrives. This also
allows us to designate each order/shipment period as an individual
trial for the purpose of having subjects learn MN’s communication
tendencies from trial to trial. Subjects receive an ERD update from
Ackner Inc. each week in each trial. Subjects are also told that the
MN does not know about their inventory nor when it will run.

Meanwhile, the HC is also aware of another MN (called Belltree
Corp.) that sells a similar drug. The HC has the option to switch
to Belltree Corp. as a MN for the alternative medication. If the HC
decides to switch MN and use the alternative product, it will incur
a one-time switching cost. The cost of switching MNs increases as
the current inventory depletes, since having less inventory of the
primary product often requires more fast-paced and widespread
practice changes throughout a HC. If the HC runs out of inventory,
the maximum penalty is incurred (symbolizing a forced practice
change everywhere in the HC at the very last minute). This scenario
is also provided to subjects as a cover story. All drugs and MNs are
fictional and designed to be neutral. Subjects are provided with a
starting fund to spend for switching costs, and the remaining fund
is the measure of their overall performance.

Figure 1 shows an example of the experiment interface. For all
trials, the week that the current inventory for the drug is antici-
pated to run out (i.e., runway) is week 6. Every week, subjects are
reminded about the runway and the switching costs. There are a
total of 7 trials, and each trial consists of up to 6 weeks, being the
inventory runway. Each week, subjects have two choices: either
wait for the product from the primary MN, or switch to the alterna-
tive MN and pay the switching cost for that week. If subjects decide
to switch, they cannot change their mind, but they still observe the
rest of the ERDs from Ackner Inc. communicated in that trial. If
the subject does not switch, and a shipment doesn’t arrive by week
6, the HC is forced to switch products and the maximum penalty is
incurred. At the end of the trial, subjects receive a summary of the
whole sequence of ERDs and the true resupply date (TRD).
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Figure 1: The experiment interface.

3.1 Measurement
On the 1st and 3rd week of every trial, after making a decision, we
ask subjects two questions: (1) when (which week) do you think
Ackner Inc. (the primary MN) will deliver the product? and (2) how
likely (in percentage) do you think that Ackner Inc. will deliver the
supply before the end of the runway (before inventory depletes)?.
We refer to the answer of question (1) as the "subjective ERD" (not
to be confused with ERD as told by MN), and the answer to question
(2) as the "subjective probability" of receiving the product before the
end of the runway. After the 1st, 3rd, and 6th trials, we also ask them
to rate their perceptions of the primary MN on trust, benevolence,
competence, and predictability1. After the experiment, there is a
brief post-questionnaire asking them whether or not they would
like to work with the primary MN again, in addition to questions
collecting demographic information on the study participant.

3.2 Conditions
There are five conditions in our experiment. Each subject only ex-
perienced one condition. Thus this was a between-subjects experi-
ment. The experimental factors we manipulated were the sequence
of ERDs (which characterizes the type of MN), the switching cost,
and the arrival time of the order. These factors align with elements
of the POMDP model structure. Specifically, the order arrival time
corresponds to the state, the sequence of ERDs corresponds to the
observations, and the switching cost corresponds to the reward
function of the POMDP. We outline how these three factors are
changed to create the five experimental conditions, and explain
their modeling implications in Section 4.

First, the type of MN is defined based on the characteristics of
the ERD communications along two criteria: how many times the
ERD changes from weeks 1 through 6, and the difference between
the True Resupply Date (TRD), the eventual resupply date, and ERD
(TRD - ERD). A positive difference means that the ERD is earlier
than TRD, which will result in the order getting pushed back. A
negative difference means ERD is later than TRD, which will result
in push-forward. Based on these characteristics, we defined three
distinct types of MN: (1) Push back (PB) MN, where the changes
happen 1 to 3 times and the difference is +1 to +2weeks, (2) Accurate
(ACC)MN,where the changes happen 0 to 1 times and the difference

1We leave the analysis on the dynamics of these factors for future work.

is +1 week, and (3) Random (RND) MN where the changes happen
1 to 3 times and the difference is -2 to +3 weeks.

There are two conditions for switching costs: high (37.5k, 40k,
45k, 55k, 70k, 100k) and low (20k, 24k, 30k, 38k, 50k, 100k). The
main condition is high so PB, ACC, RND have high switching costs.
We only consider one condition with low cost, PB with low cost
(PBL). In all cases, subjects are given $700,000 in funds and asked
to minimize the overall cost of managing the shortages.

Additionally, there are two possible order arrival times: the prod-
uct arrives before or after the end of the runway. If the product
arrives before the runway, we classify it as a “Good" (G) trial, and
if it does not, we classify it as a “Bad" (B) trial. As the experiment
contains seven trials, we consider two sequences of seven order
arrival times: the main sequence (G1G2G3B1B2B3G4) and the re-
served sequence (B1B2B3G1G2G3G4), which swaps the first three G
trials with the following three B trials. In the reversed sequence, the
B trials come first, creating early negative experiences for subjects.
Similar to switching cost, we only consider the reversed order for
PB, Push Back Reverse (PBR). Further, subjects in all conditions see
an equal number of G and B trials in the first six trials and they
all experienced a G on the trial 7. Crucially, the ERD for week 1 of
trial 7 is the same for all five conditions. We used this time period
for comparison across conditions. In total, there are five conditions.
Table 1 shows all the sequences of the five conditions.

Table 1: The sequences of ERDs for each condition from trials
1 to 7. If ERD is the same as the week, the product arrives
on that week. For example, if a sequence is (3, 4, 4, 5, 5), the
product arrives at week 5. The sequence conditions are as
follows: ACC = Accurate, PB = Push Back, PBL = Push Back
Low cost, PBR = Push Back Reverse, RND = Random.

Condition Sequences: From trial 1 to 7

ACC (5,5,6,6,6,6), (4,4,5,5,5), (6,6,6,6,6,6), (6,6,6,7,7,7),
(7,7,8,8,8,8), (7,7,7,7,7,7), (5,5,5,6,6,6)

PB & PBL (5,5,5,6,6,6), (3,4,4,5,5), (4,4,4,5,6,6), (5,5,5,6,7,7),
(6,6,6,6,7,8), (6,6,6,6,6,7), (5,5,5,5,6,6)

PBR (5,5,5,6,7,7), (6,6,6,6,7,8), (6,6,6,6,6,7), (5,5,5,6,6,6),
(3,4,4,5,5), (4,4,4,5,6,6), (5,5,5,5,6,6)

RND (5,5,7,7,6,6), (7,7,6,6,5), (5,5,5,6,6,6), (7,7,6,6,7,7),
(6,6,7,7,7,8), (4,4,6,6,7,7), (5,5,5,7,7,6)

3.3 Data Collection
We recruited subjects from Prolific (www.prolific.co). We had 40
subjects for each condition, 200 subjects in total (gender: 52.4%
female, age: mean 38.2, s.d. 13.5). The experiment lasted for approxi-
mately 15 minutes, and we paid subjects $2.50. Importantly, subjects
could receive an additional $5 bonus based on their performance.
Specifically, 20% of subjects were randomly chosen to receive the
bonus, where the chance of being chosen was proportional to their
performance in the experiment. The experiment was approved by
Northeastern University’s IRB. In our analysis, we excluded sub-
jects who did not correctly answer the attention check questions
in the tutorial and those who always chose to switch immediately
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in every trial. This left us with 164 subjects (ACC: 30, PB: 31, PBL:
35, PBR: 34, RND: 34).

4 MODEL
To model HC decisions in the Switching Problem, we use a partially
observable Markov decision process (POMDP) framework [20],
which is a framework for modeling sequential decision-making
where the agent operates under uncertainty based on partial obser-
vation. At each time step, the agent receives an observation about
the current situation, then chooses an action that could yield a
reward, and then moves to the next step. This matches well with
the ERD scenario because the HC does not know the TRD of the
replenishment and has to rely on ERDs, which can be uncertain. In
addition, the ERD scenario is a sequential decision-making process
because the HC makes multiple decisions in one episode that lasts
multiple weeks, and future decisions depend on earlier decisions.
POMDPs also have been shown to be suitable for modeling human
decision-making in other uncertain domains [33], [35], [44], [39].

POMDP < 𝑆, 𝑅,Ω,𝑂,𝐴,𝑇 > consists of the following elements.
State (𝑆): A state 𝑠 ∈ 𝑆 represents a possible situation in the

scenario and exhibits a set of features. In our ERD scenario, a state
consists of a TRD (week 1 to 10) and a current time/week 𝑡 . Because
the agent (playing the role of the HC) doesn’t know the state for sure
(doesn’t know the TRD), we assume they maintain a probability
distribution over all possible states, or a belief state 𝑏 = 𝑃 (𝑆),
symbolizing when the subject believes the TRD will be. We can
view it as HC’s subjective ERD. This distribution is modeled as a
Multinomial distribution, and the probability of outcomes (TRD) is
modeled as the Dirichlet distribution, which is a conjugate prior to
the Multinomial distribution. The Dirichlet distribution is necessary
for learning which is detailed in the next section.

Action (𝐴) and Transition Function (𝑇 ): An action 𝑎 ∈ 𝐴

represents an available action in the scenario and the transition
function describes the dynamic of the action. There are only two
actions: wait which will move the subject to the next time step
and to the next ERD, and switch which will result in paying the
switching cost and stopping the trial. If the next state is the runway,
then the subject is forced to make the switch action unless the
TRD is that period.

Observation (Ω) and the Observation function (𝑂): An ob-
servation 𝑜 ∈ Ω represents an observation that the agent can see.
The observation function 𝑂 (Ω |𝑠, 𝑎) = 𝑃 (Ω |𝑠, 𝑎) is the probability
that the agent will see an observation 𝑜 ∈ Ω given the state 𝑠 and
the action 𝑎. This observation function describes how the agent
perceives the relationship between observations and states. In the
ERD scenario, the observation function is essentially the subject’s
model of the MN.

For our ERD scenario, the natural observation is obviously the
ERD from MN. However, the agent then has to maintain a distri-
bution for every state (every TRD), which makes learning difficult
given that the agent only observes a few sequences. Instead, we
define the observation to be the difference between TRD and ERD,
𝑃 (𝑜 = TRD − ERD|𝑠 = {TRD, 𝑡}). This way, the agent can gener-
alize from one state to another. Nonetheless, the agent still needs
to maintain a distribution for every week because ERDs can’t be a
time that is earlier than the current week. The observation function

is also a Multinomial distribution where the probability is modeled
by the Dirichlet distribution, similar to the belief state.

The probability of observing 𝑜 given 𝑏 and 𝑎 is

𝑃 (𝑜 |𝑏, 𝑎) =
∑︁
𝑠′

𝑃 (𝑜 |𝑠′, 𝑎)
∑︁
𝑠

𝑃 (𝑠′ |𝑠, 𝑎)𝑏 (𝑠) . (1)

After taking 𝑎 and observing 𝑜 , the new belief 𝑏′ is

𝑏′ (𝑠′) ∝ 𝑃 (𝑜 |𝑠′, 𝑎)
∑︁
𝑠

𝑃 (𝑠′ |𝑠, 𝑎)𝑏 (𝑠), (2)

Reward (𝑅): Reward function 𝑅(𝑠) ∈ R maps a state to a real
number summarizing how good or bad a given state is. In this
case, the reward is simply the switching cost. If the agent waits for
the product and it arrives before the runway, the agent receives a
reward of zero. If, instead, the product arrives after the runway, the
agent receives a reward equal to the maximum switching cost. If
the agent decides to switch, the reward is equal to the switching
cost at that time.

4.1 Making Decisions
The utility or Q-value of an action for action selection can be ex-
pressed as a Bellman equation for a POMDP as follows:

𝑄∗ (𝑠, 𝑎) =
∑︁
𝑠′,𝑜

𝑃 (𝑠′ |𝑠, 𝑎)𝑃 (𝑜 |𝑠′, 𝑎) (𝑅(𝑠, 𝑎) +max
𝑎′

𝑄∗ (𝑠′, 𝑎′)), (3)

where 𝑄∗ (𝑠, 𝑎) is the optimal expected cumulative rewards from
state 𝑠 and action 𝑎. The agent then selects the action with the
highest Q-value. Alternatively, we can convert the Q-value into a
probability using the softmax function. As this is a relatively small
search space problem, the Forward Search algorithm, an online
POMDP algorithm, was used to calculate the above equation [22].

4.2 Updating the Model
At the end of each episode (or trial in the experiment), the agent
will know the TRD along with the sequence of ERDs so the agent
can update their prior belief and observation function to be used in
the next episode. Because the Dirichlet distribution is a conjugate
prior to the Multinomial distribution, the update is simply adding
the count of observations to the corresponding outcome [42].

Formally, given a multinomial distribution

𝑦1, . . . , 𝑦𝑘 ∼ 𝑀𝑢𝑙𝑡𝑖𝑛𝑜𝑚𝑖𝑎𝑙 (𝑝1, . . . , 𝑝𝑘 )
and the corresponding Dirichlet distribution

𝑝1, . . . , 𝑝𝑘 ∼ 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡 (𝛼1, . . . , 𝛼𝑘 ),
after observing an outcome 𝑦 𝑗 , the posterior would become

𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡 (𝛼1, . . . , 𝛼 𝑗 + 1, . . . , 𝛼𝑘 ) . (4)

In a standard Bayesian update, the order of the data does not
matter, and all the outcomes have the same weight of +1 for the
update. However, humans have limited memory, and the timing
could affect how we update our beliefs, like what has been observed
in the primary and recency effects [31]. Therefore, in this work,
we explored the effect of time on the update by parameterizing the
count and making it depend on time. After observing an outcome
𝑦 ( 𝑗 ) at time 𝑡 , the update is

𝛼 𝑗 = 𝛼 𝑗 + 𝛽𝑡 , (5)
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where 𝛽 ∈ [0,∞). 𝛽 can be thought of as a learning rate: one for the
prior state 𝛽𝑠 and another for observation function 𝛽𝑜 . If 𝛽 > 1, the
recent observations influence the update more. If 𝛽 < 1, the earlier
observations influence the update more. The model simulation of
the experiment, the experiment materials, data, and codes can be
found at https://github.com/yongsa-nut/ERDstudy.

5 EXPERIMENTAL RESULTS
To investigate the difference between conditions across various
factors, we use the brm package [5] to do Bayesian Hierarchical
Regression, which allows us to deal with the issue of multiple
comparisons effectively by partial pooling [13].

Figure 2 shows the estimated mean of the five conditions for
six factors. The first factor is the decision shown in Figure 2.A,
specifically, the probability of waiting at week 1 of trial 7. As men-
tioned earlier, this is the time that all conditions have the same ERD
allowing us to compare between conditions. The results show that,
on average, subjects in ACC and RND conditions were more likely
to wait after seeing ERD = 5 than the other three conditions (ACC
vs. PB: estimated difference in mean (est) = 1.43, 95% Confidence
Interval (CI) = [0.38, 2.59]; ACC vs. PBL: est = 1.30, 95% CI = [0.27,
2.42]; ACC vs. PBR: est = 2.18, 95% CI = [1.05, 3.41])2. ACC and RND
were not different, and neither was PB and PBL. On the other hand,
subjects in the PBR condition were most likely to switch (mean =
0.29, se =0.07) with a lower probability of waiting than those in the
PB condition (est = -0.75, 95% CI = [-1.78, 0.22]).

Secondly, Figure 2.B shows subjects’ reported probabilities of
receiving the product before the runway at week 1 of trial 7. Similar
to their decisions, subjects in ACC and RND conditions reported a
higher perceived likelihood of receiving the product before the end
of the runway as compared to the other three conditions (ACC vs.
PB: est = 18.17, 95% CI = [7.28, 29.07]; ACC vs. PBL: est = 15.64, 95%
CI = [5.15, 26.40]; ACC vs. PBR: est = 23.82, 95% CI = [12.55, 35.01]),
And, again, subjects in the PBR condition reported the smallest
probabilities (mean = 36.17, se = 3.77) but were not different from
subjects in the PB condition (est = -5.65, 95% CI = [-15.79, 4.31]).

Figure 2.C shows subject-reported (subjective) ERDs at week
1 during trial 7. We observed that subjects in the RND condition
reported sooner ERDs than those in the three PB conditions (PB
vs. RND: est = 0.63, 95% CI = [0.21, 1.07]; PBL vs. RND: est = 0.46,
95% CI = [0.06, 0.86]; PBR vs. RND: est = 0.84, 95% CI = [0.40, 1.28]).
Interestingly, the responses in the ACC condition are only less than
those of the PBR conditions (est = -0.60, 95 CI% = [-1.03, -0.18]).
Subjects in the PBR conditions believed ERD to be the highest/latest
(mean = 6.50, se = 0.15) compared to the other conditions. Neverthe-
less, the means of the subjective ERDs (again in Week 1) across all
conditions are higher than the ERD from the MN in week 1, which
is 5 across all conditions.

The next result is the overall adjusted performance in Figure 2.D.
Since the performance depends on the switching cost, we adjusted
the performance of the PBL condition by using the high switching
cost instead. The results show that subjects in the RND condition
performed the worst while those in the other four conditions per-
formed about the same (ACC vs. RND: est = 0.79, 95% CI = [0.53,
1.05]; PB vs. RND: est = 0.71, 95% CI = [0.45, 0.96]; PBL vs. RND:

2The differences are in the logit scale.

est = 0.58, 95% CI = [0.33, 0.83]; PBR vs. RND: est = 0.79, 95% CI =
[0.53, 1.04]).

Figure 2.E shows subjects’ reported likelihood of working with
the primary MN again. We see that the PBR MN has the lowest
likelihood, which was lower than other groups, except the PBL. All
other groups had similar ratings (PBR vs. ACC: est = -1.00, 95% CI =
[-1.62, -0.36]; PBR vs. RND: est = -0.99, 95% CI = [-1.60, -0.37]; PBR
vs. PB: est = -0.73, 95% CI = [-1.32, -0.14]).

Finally, Figure 2.F displays the reported MN trust levels for each
condition, on a Likert scale (1-5). The results show that subjects
in the ACC condition trusted the MN more compared to other
conditions, except for subjects in the RND condition. (ACC vs. PB:
est = 0.38, 95 CI% = [-0.04, 0.82]; ACC vs. PBL: est = 0.52, 95% CI =
[0.08, 0.97]; ACC vs. PBR: est = 0.72, 95% CI = [0.20, 1.20]; ACC vs.
RND: est = 0.24, 95% CI = [-0.16, 0.66]) All other condition pairs were
similar in trust ratings. The ratings of benevolence and competence
were similar to trust. The results for subjects’ rating of predictability
unsurprisingly show that ACC has the highest predictability rating,
higher than every conditions, while the other conditions have about
the same rating. Complete results for benevolence, competence,
and predictability as well as other comparisons can be found in the
supplemental materials in Github.

5.1 Using Regression to Predict Switching
Decisions

Table 2: Prediction results using features in the data. The
target is the decision at week 1 of trial 7. Prob refers to the
probability of receiving the product before the runway. T =
trial. W = week. The Baseline predicts the majority (wait).

Feature Accuracy F-1 Score

Baseline 56.00% .72
Condition 63.41% .63
T7 W1 Prob 72.56% .76
T7 W1 ERD 81.71% .85
T6 Trust 61.59% .69
T6 Competent 63.41% .72
T6 Benevolent 60.37% .69
T6 W1 ERD 64.02% .72
T6 W1 Decision 59.76% .61
T7 W1 ERD + Prob 82.32% .85
T7 W1 ERD + Prob + Condition 79.88% .82

Next, we investigate features that can predict the decision at
week 1 of trial 7. Table 2 shows the prediction results based on
logistic regression and leave-one-out cross-validation using brm
package [5]. When considering only one feature, we see that the
subjective ERD performs better than other features in the data on
both accuracy and F1-Score (Accuracy = 81.7%, F1-Score = 0.85).
Trust features and the earlier trial information achieve better per-
formance than the baseline, but are still lower than the subjective
ERD. The subjective ERD and probability together achieves the best
accuracy (82.3%) but does not improve from the subjective ERD
alone, while achieving a slightly lower F-Score (0.848). However,
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Figure 2: Estimated means of key factors: from top to bottom and left to right, decision, probability of receiving the product
before runway, subjective ERD, overall adjusted performance, the likelihood of working with the MN again, and trust. The last
two factors are on the scale from one to five. the shaded areas are 50 % CI and the lines are 95% CI.

the probability alone only achieves 72.6% accuracy. In sum, the
results suggest that the subjective ERD is the best predictor.

Figure 3 shows the subjective ERD regression on decisions plot.
When the subjective ERD is 5 or lower, subjects are most likely to
wait in week 1; when the subjective ERD is 7 or higher, they are
mostly to switch in week 1; and when the subjective ERD is 6, they
are unsure what to do but slightly lean toward waiting.

Figure 3: The plot between the subjective ERD and the deci-
sion (probability of waiting) at week 1 from the regression.
The blue is the mean, and the shaded area is the 95% interval.

5.2 Fitting the Learning Rate of the Model
Lastly, we turn to the results of fitting the model from the sequence
of ERDs. The setup for this was as follows. Unlike the previous
prediction results, the input here is the entire sequences of ERDs

Figure 4: The differences between the subjective ERD and the
ERD as reported by MN at week 1 of trial 1. Positive numbers
mean that the subjective ERD is higher than the ERD.

Table 3: The fitting results. The table shows the absolute error
for the different setups of the model across five conditions.

Model ACC PB PBL PBR RND

No learning .154 .502 .468 .689 .130
Default parameters .173 .336 .463 .149 .163
Learn from earlier trials .161 .342 .259 .710 .822
Learn from other cond. .170 .042 .031 .571 .135

from trial one to six, the ERD at week 1 trial 7, and the switching
costs. The model was fit separately to each of the five conditions
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in the experiment. The prior belief distribution was a uniform
distribution, and the prior observation function distribution was
a distribution that weakly centers at zero, indicating that people
believe ERD to be accurate, as we observe in the data at week 1
trial 1 (Figure 4).

The baseline models include the model with no learning, so the
prior distributions are never changed, effectively predicting based
on the ERD from the MN, and the model with default learning rate
(𝛽𝑠 , 𝛽𝑜 = 1) for both prior state and observation distribution. We
considered twoways of training for the learning rate parameters: (1)
train the learning rates within the condition (using that condition’s
earlier trials, 1 to 5, to predict week 1 trial 6), and (2) train the
learning rates from other conditions. Again, in both cases, the test of
the training is predicting week 7, trial 1. We used grid search to find
the optimal parameters that minimize the absolute error. Aside from
these two parameters, all models shared the same setup, including
switching costs, search depth of one, prior state distribution, and
prior observation function, as mentioned above.

Table 3 shows the model fitting results in terms of absolute error.
The results show that the No learning baseline model achieves
the best performance for RND and ACC, suggesting that the prior
distributions capture the beliefs at week 1 trial 7 well. The model
that was trained from the earlier trials performed the worst overall,
suggesting it is crucial to take into account the outcome of the
latest trial, trial 6, when estimating the parameters as it could have
the most effect on the learning. On the other hand, the model that
trained on other conditions achieved the lowest error for PB and
PBL conditions and achieved similar results for RND and ACC
conditions when compared to other baseline models. However,
this model achieved higher error for PBR than the model with
default parameters. One potential explanation is that PBR is quite
different from other conditions due to starting the sequence with
bad outcomes, so training on other conditions is not effective.

6 DISCUSSION
Overall, the results show that different types of MNs, as defined
by their ERD communication behaviors, could lead to distinct pat-
terns of decisions, beliefs, and perceptions of MN. We found that
when the sequence of outcomes started out with bad experiences
(PBR), subjects were more likely to switch early, had less trust,
and were unlikely to want to work with the MN again. One pos-
sible explanation is that an early negative impression could have
a long-lasting influence [1, 41]. However, we found that people in
the RND condition performed the worst, and those in PBR did not
perform differently from the other conditions. This suggests that
people perform better when working with someone who they can
predict ERD communication behaviors, regardless of whether the
communications are accurate or the ERD is being consistently push
back.

Nevertheless, people still trust and want to work with RND
again more than PBR. One potential explanation is that people
attribute the cause of push back to theMN themselves if it happened
frequently, but in the case of random, people may attribute the cause
to other external factors, as suggested by the fact that they still trust
the MN. This is an important direction for future work to explore
how people attribute the blame for delaying the products. On the

other hand, we found that there is no clear difference between PB
and PBL in all the factors that we looked at. The reason for this
could be that from the subject’s perspective, the switching costs
between the two conditions are not different enough. Future work
is needed to further investigate different switching costs as well as
other costs beyond monetary, such as the cost of changing practices
or side effects of a new drug.

The results also suggest that people can learn from limited in-
teraction and observation and how they learn can be impacted by
the sequence of observations. We also found the subjective ERD
to be the best predictor for the switching decisions, and the model
with the fitted learning rate can predict the decision better than
the model without learning. Altogether, the results support the pro-
posed model suggesting that it is crucial to incorporate subjective
beliefs and how people update their beliefs about the state of the
world. It is also important to consider the sequence of observations
when updating the beliefs.

The experiment and the model can be extended in many ways to
capture decision-making in this scenario better. For the experiment,
there are several limitations that could be addressed in future work,
including larger sample sizes, longer sequences, and additional
types of MN. For the model, one important direction is to include
Theory of Mind in the model that would allow the agent to reason
about the causes of ERDs [15, 34, 43]. This means that HC will have
a more complete model of MN and not just an observation function
which would also allow us to model other HC’s perceptions of
MN, including blameworthiness, trust factors, and willingness to
work with the MN again [15, 37]. Another future direction for both
experiment and model is to extend the scenario to a larger supply
chain structure, including inventory management, placing orders,
and multiple echelons.

Beyond these results, this work also highlights the importance
of information sharing from both MN’s and HC’s perspectives.
From MN’s perspective, it is crucial to consider that HCs could
adapt to predictable patterns and that the early interactions could
have a prolonged effect on their perceptions, especially negative
experiences. Thus MN should consider making ERD predictable and
consistent and providing reliable information regarding the causes
of changes in ERD so HC can correctly understand the situation.
From HC’s perspective, this work suggests that there is a need for
a better information sharing system across different echelons in
the supply chain that provides accurate information for a better
understanding of ERDs and for more efficient planning to avoid
unnecessary operational costs.

To conclude, we proposed and investigated a model on how
people deal with limited and uncertain information in supply-chain
scenarios. In a human subject study, we collected data that showed
people rely on their subjective beliefs and can learn to adapt to a
specific MN. Further, we showed that the proposed POMDP model
that learns the observation function of ERD could predict HC’s
decisions better than other baseline models in most conditions.
This work is a crucial step toward a more realistic simulation of a
supply-chain network which could help ease operational burdens
during the supply-chain shortages.
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