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ABSTRACT
To maintain fitness-for-purpose, the set of norms governing a MAS
will typically need to evolve to reflect the changing needs of both
participants and the environment. We put forward a conceptual
framework to address this problem comprising dynamic institu-
tions (sets of norms), that depend upon the formulation of new
norms and the revision of existing norms, informed by the ex-
periences of agents participating in the MAS. The objective is to
allow participating agents to influence the revision of the norms
governing the MAS, thereby taking a first step towards adaptable
self-governance of socio-technical systems through explicit norms.
This paper proposes a novel framework for revising at runtime the
norms of a formally specified institution, directed by the agents
in the MAS. The framework employs special-purpose synthesiser
agents with partial observability of the state of the MAS to formu-
late new norms or revise existing ones, in response to requests from
agents for changes to the institution. To demonstrate the feasibil-
ity of the framework, we capture a set of norms using the InstAL
institutional specification language and revise those norms using
the XHAIL symbolic machine learning system. Building freely on
Sergot’s room scenario as a case study, we show how to synthesise
norms that can resolve runtime institutional conflicts, and so es-
tablish the viability of a method for decentralised agent-directed
runtime (online) revision of explicit norms.
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1 INTRODUCTION
Normative multiagent systems (MAS) provide a set of norms, re-
ferred to as an institution or normative system, that govern the
behaviour of agents within the MAS. Normative MAS extend con-
ventional MAS by incorporating an explicit representation of the
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normative information [12]. An institution needs stability to fa-
cilitate continued governance of these agents over time, however,
if institutions remain static for longer than necessary, the norms
comprising them may become partly or wholly irrelevant. In order
to remain fit for purpose, the norms of the institution must evolve to
reflect the changing needs of their environment and its participants.
Acknowledging that norms need to change with the environment
to remain relevant, we note that synthesis of norms at runtime is
being studied more extensively [25]. In consequence, we put for-
ward a conceptual framework to allow for dynamic institutions,
that depend upon the formulation of new norms and the revision
of existing norms, informed by the experiences of agents partici-
pating in the MAS. The objective is to allow participating agents to
influence the revision of the norms governing them and the wider
MAS, so taking a first step towards adaptable self-governance of
socio-technical systems through explicit norms.

Our framework, which we coin agent-directed norm synthesis,
is in line with two of Ostrom’s eight principles for institutional
design: participatory decision-making and defining rules that meet
the needs of the local context. Hence, we allow the agents that
operate within the MAS to be involved in the synthesis of norms
that govern the MAS. The framework employs special-purpose syn-
thesiser agents with partial observability of the state of the MAS
to formulate new norms or revise existing ones, in response to re-
quests from agents for changes to the formally specified institution.
A participating software agent initiates this revision by requesting
a change based on its (unsatisfactory) experience, which is used by
the system to revise, if possible, its current set of norms to give the
agent its desired outcome.

The contributions of this paper are two-fold. Firstly, we propose
an agent-directed norm synthesis framework that based on requests
and interactions of agents within the MAS, can synthesise norms to
resolve conflicts reported by the institution. Secondly, we demon-
strate how we utilise decentralised synthesisers at runtime to revise
the norms of an institution through symbolic machine learning. To
demonstrate the feasibility of the framework, we capture a set of
norms using the InstAL institutional specification language. We de-
fine rules that allow our institution to report on conflict situations
that arise in the MAS. We then prove a mechanism to revise those
norms at runtime using the XHAIL symbolic machine learning
system using the agent experience data. This results in a revised
InstAL specification that resolves the conflict.

Building freely on Sergot’s room scenario as a case study [33], we
show how to synthesise norms that can resolve conflicts reported
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by the institution at runtime. Additionally, we ensure that the mod-
ifications to the institution are acceptable for all the agents within
the MAS and are not in conflict with the overall objectives of the
MAS. Hence, we establish the viability of a method for decentralised
agent-directed runtime (online) revision of explicit norms.

2 MOTIVATION
In practice, institutions governing MAS are typically static and
manually updated by a system designer who must examine runs or
traces of the MAS and recommend revisions of the norms based on
problematic situations observed. This is a tedious and potentially
error-prone process which relies solely on the designer to be able
to recognise the problems in presumably large textual logs. There
are numerous computational attempts at revising the norms in a
MAS, for example [5, 8, 20–24], but each of these only consider a
small number of deontic notions of norms at a time, less than five,
with the majority only considering a single deontic notion. Other
approaches to computational revision employ a method which
selects a suitable subset of norms to be active concurrently from a
set of static norms [7, 13, 34].

All of the approaches above synthesise norms in isolation, where
they consider a single situation and a deontic concept that de-
fines the behaviour of an agent(s) in that situation. In contrast, our
framework considers a rule or the set of rules constituting a holis-
tic institution and traces of a desired or undesired run. A further
difference is that the norm change mechanism in the works cited
above is typically syntactic rather than semantic [9]. With syntactic
change, synthesis adds new norms or removes old norms result-
ing in a new set of deontic concepts. In contrast, semantic norm
change affects counts-as rules or makes changes in the granting
and revoking of deontic concepts. [6, 18, 19] also employ semantic
change in their revision of a holistic institution, however different
from our framework, they aim to identify and resolve conflicting
rules between interacting institutions at design time and require
manual involvement in the process.

Available norm synthesis methods revise the norms only to
ensure that the norms continue to facilitate system goals even if
that means preventing individual agents from accomplishing their
goals. We believe there is no reason that individual agents should
not be involved in the governance of the system and revisions
should be possible for the benefit of the individual agents and
their goals while ensuring that the revisions do not conflict with
system goals. Agents should be able to direct or at least influence
the norm synthesis. This paper’s contribution is to provide the first
framework for holistic and semantic norm synthesis directed by
the agents themselves. We present an implementation to provide a
proof of concept that this approach works.

3 A NORM SYNTHESIS FRAMEWORK
The work reported here follows the norm emergence framework set
out in Morris-Martin et al. [26]. To make this paper self-contained,
we summarise the key points and introduce the terminology used
in what follows. The cited paper describes a four-stage norm-
emergence framework (creation, propagation, adoption, emergence),
where creation – the focus of this paper – comprises three stages

(ideation, synthesis, decision), within which synthesis further com-
prises four stages (proposal, synthesis, deliberation, agreement)
with two types of actors: participating agents and synthesiser
agents. Each synthesiser agent is responsible for a set of partic-
ipating agents and receives their revision requests. The synthesiser
only has access to information pertaining to the agents it looks af-
ter, so may not have complete information. The synthesiser agents
form a fully-connected network. In addition, there is an “Oracle”
that provides a system and functional boundary for the revision
process to which to appeal for final approval.

All of the examples of (prescriptive) norm revision we have found
in the literature depend upon some external agency that observes
the system and revises the norms to optimise them for the system’s
goals. In contrast, the novelty here is that it is the agents that iden-
tify the need for change and then delegate that task to synthesiser
agents to fulfil both the coordination of multiple requests (some
of which may be for the same thing), establish consensus about
a particular revision and handle the mechanical details of the re-
vision process. For the purposes of the experiments in section 5,
the non-synthesiser agents are norm-compliant – that is they do
not break norms to achieve their goals as could normally be the
case in a MAS – then when they discover something they want to
do but cannot, they report that information to initiate the revision
request. The framework works with richer agent behaviours and
sanctioning mechanisms. The norm-compliant agents used here
are sufficient for the purpose of illustrating how revision informa-
tion is captured and the revision task is brought about. Figure 1
captures the interaction and flow of information between the agent,
synthesiser and revision mechanism to support the examination of
the three stages of the creation process that now follows.

3.1 Ideation
Participating agents interact in the environment and have informa-
tion about undesirable states that could result from their actions.
Such information is built into their plans and percept handling
mechanisms to inform their behaviours making them normative
by design. They aim to maintain desirable institutional states and
avoid undesirable ones, therefore these agents will attempt an ac-
tion to resolve a detected problem and also report the situation to
synthesisers. In the present system, agents detect a state that is un-
desirable and naively conclude that this unwanted state is a direct
result of problems or inadequacies within the normative institution.
They also undo their action with the goal that doing so will resolve
the problem. While we do not hold to that, it is sufficient for our
purposes of triggering a revision. More sophisticated analysis is a
matter for (much) further work, but its outcome would be the same
without loss of generality. Thus, the agent submits a request for a
change or revision of the normative institution. The agent’s goal
or intention behind these requests is to ensure that their necessary
actions always result in acceptable institutional states as they are
norm-compliant by design, for reasons given earlier.

3.2 Norm Synthesis
We now describe each of the sub-phases of the norm synthesis
phase to show how the activities together achieve agent-directed
norm synthesis.
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Figure 1: A summary of the agent-directed norm synthesis
framework showing interactions between the main agents
and the revision mechanism.

3.2.1 Proposal. At this stage, the participating agent sends a re-
quest to its synthesiser agent. Synthesisers handle requests that
follow a defined message format where the agent provides the ac-
tion attempted, the actual result of the action and the expected
result, with the reason why this was expected. Upon receipt of a re-
quest, synthesisers apply a filtering mechanism to handle requests
that do not warrant any action by the synthesiser, e.g. if the agent
is attempting to report a problem that cannot or should not be
resolved in the institution. In this case, the sending agent is advised
that their request cannot be handled. Otherwise, the synthesiser
will attempt either to handle the request, or queue it for later, if
it is currently handling another. To handle a request, synthesisers
begin a revision task according to the Synthesis stage that follows.

3.2.2 Synthesis. The framework in [26] sets out the requirements
for revision guided by agent experiences but leaves open how the
function shall be realised. Since that is mostly an implementation
matter, we defer the details to section 4. The essential idea is the
proposal information supplied by the agent is used to revise the
institution without introducing conflicts with existing norms; that
is the revision shall not affect anything other than making com-
pliant the sequence of actions given in the proposal. The effect
of the revision process is either to create a fresh institution that

respects the proposal or no change, which latter means there is no
revision that resolves the problem identified in the proposal. We
draw attention to the fact that each synthesiser only has partial
observability through the agents it looks after. Thus they are at risk
of being unable to make decisions due to lack of information or of
making a locally correct decision for the agents that communicate
with them but a decision which is not correct for the system as
a whole. This is discussed further in later sections. The number
of synthesiser agents used is an implementation choice but there
may be a performance impact due to how agents’ behaviours are
implemented.

3.2.3 Deliberation. If the revision process can synthesise a norm or
revise the existing norms in the institution, the synthesiser perform-
ing the task must request that the remaining synthesisers determine
whether they approve of the revision of the MAS. Synthesisers ac-
cept or reject a revision based on whether the revision allows the
agents they are responsible for to successfully perform the action
associated with the revision request. To answer this question, each
of the other synthesisers query the institution for the effect that
the action by one of its agents will have on the state where the
action is executed using the proposed institution. The resulting
state is examined to ensure the agent is able to complete the action
successfully. If so, the synthesiser accepts the revision, otherwise it
is rejected and the result notified to the originating synthesiser.

3.2.4 Agreement. The synthesiser that originates the revision de-
termines whether to forward the proposed revision to the Oracle
for a final decision on the basis of a majority vote of the other
synthesisers. A positive vote signals the end of the norm synthe-
sis phase but not the revision task. In the case of a negative vote,
the synthesiser informs the requesting agent(s) that the revision
was not successful. Once again, we have adopted a simple solution,
for sake of clarity, but a more sophisticated consensus mechanism
could be substituted.

3.3 Decision
The Oracle is represented as an agent and makes the final decision
whether the proposed institution can replace the old one or not. This
decision is intended to ensure that revisions proposed do not affect
the objectives of the MAS, introduce conflicts or allow unwanted
situations in the MAS. The Oracle agent achieves this by consulting
a record of revisions that it will not accept. The acceptance of a
revision, and the feedback to the synthesiser who made the request,
marks the successful completion of a revision task. Similarly, the
non-acceptance and accompanying feedback to the synthesiser
marks the unsuccessful completion of a revision task.

4 IMPLEMENTATION
In order to demonstrate the feasibility of the framework described in
the previous section, we instantiate it with InstAL, the institutional
specification language, for representing a set of norms and XHAIL,
a symbolic machine learning system, for norm revision. Both use
answer set programming as their base language. We implement
a JASON project which incorporates the agents, institution and
revision system in a MAS implementation. We discuss the tools
used for this proof of concept implementation below.
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4.1 InstAL
InstAL [29] is an institutional action language that is based on
Event Calculus [17] and Action Language constructs, thereby ex-
hibiting several attributes of both. InstAL uses answer set program-
ming (AnsProlog, ASP)[2] as its computational back-end where
the InstAL specification is translated into an ASP program along
with additional grounding information, such as time points, values
that particular literals may take, and agent actions, then the solver
generates all traces of a given length that include all the actions
provided. The InstAL model is based on the concept of observable
events which capture what occurs in the physical or virtual world
and generates institutional events which then have an effect on the
domain of the institution in question if necessary. An institution in
InstAL is modelled as a set of institutional states that evolve over
time as a direct result of the occurrence of institutional events. Sub-
sequently the state of an institution is defined as the set of fluents
or facts that describe the institutional state at a given time instant.

We define our institution to recognise and report conflict situa-
tions that fully compliant normative agents would prefer to avoid.
These indicate a state within the institution that the MAS prefers
to not occur, but does not restrict the state from occurring through
regimentation. InstAL, as originally defined, uses an event-based
normative model, i.e unwanted behaviour generates so-called viola-
tion events that can be used for enforcement. In defining state-based
conflict situations that can be recognised and reported by the insti-
tution, we extend InstAL to represent state-based norms by means
of the non-inertial fluent construct already available in InstAL. Non-
inertial fluents present normative information to agents in the time
step that the conditions for the (non-inertial) fluent are satisfied.
These state norms are defined as a non-inertial rule that says that
one fluent holds when the conjunction of a set of fluent(s) also hold,
some of which may be negated. Multiple such definitions may be
used to capture disjunctive conditions. Naturally, the fluent may
not directly or indirectly depend on itself. We use these state-based
norms to define normative information that represent undesirable
states from the perspective of the institution and the agent.

4.2 XHAIL
We utilise Inductive Logic Programming (ILP), a symbolic machine
learning technique, to revise the institution based on the experience
of the agents requesting a change. ILP allows for theory revision
by taking a modifiable non-monotonic theory and positive and
negative examples as input and returns a set of possible revisions
of the theory, called hypotheses, that satisfy the examples. We use
XHAIL [30] as our ILP solver. XHAIL enables the learning and
revision of clauses in normal logic programs [30]. In XHAIL, the
learning approach is guided by user-specified language constraints
(mode-declarations) and search biases to revise non-monotonic
logic theories to make them consistent with a set of positive and
negative examples in the presence of incomplete information.

In this setting, the institution is our revisable theory and a trace
is used to produce the examples. The trace, provided by a requesting
agent is at most seven (7) states long containing the state that the
action took place and three (3) states before and after if available.
The initiation of a revision task (See Figure 1, top right box) initiates
the automatic generation of the input files for XHAIL. From the

trace, we extract the relevant positive and negative facts about the
institution that describe what we wish to see or not see; these are
our positive and negative examples, respectively. We use the textual
representation of the institution to extract mode-declarations for
fluents/events that are related to the action involved in the request
being performed. Custom mode-declarations allows us to constrain
the revision process by imposing syntactic and semantic bias on the
proposed hypothesis. A similar process though requiring manual
involvement is implemented in [6, 18, 19].

After the execution of the ILP task and analysis of the output,
there is either a revised InstAL file for the synthesiser to propose
as the new institution or an empty file, indicating that the revision
task is complete but no revision can be determined. We visualise
the revision of an institution defined in InstAL in Figure 2.

4.3 JASON
We implement our MAS as a JASON [4] project. JASON is an agent
development language which is an implementation of AgentSpeak
that facilitates the development of custom environments in Java
and belief-desire-intentions (BDI) agents which participate within
the environments. JASON also provides the architecture support-
ing the execution of these agents in a simulation environment. We
implement the environment for our MAS utilising a custom en-
vironment class called StepSynchedEnvironment which extends
the TimeSteppedEnvironment provided by JASON with additional
capabilities for handling durative tasks. The TimeSteppedEnviron-
ment available from JASON allows all agents’ tasks to complete
within a single timestep, irrespective of the task length. Durative
tasks are able to extend across multiple timesteps.

The environment designed for our MAS provides the following
facilities: (i) Institution integration: the environment allows for the
execution of participating agent’s actions in the institution and the
transition to a new institution state. (ii) State storage: the details of
the facts held in a state and the events observed and occurred in
that state are stored in a data structure to provide trace information
for synthesis tasks. (iii) Analysis of institutional output: following
every participating agent’s action on the institution, the output of
the new state is analysed and the percepts provided to the acting
agent. (iv) Preparation of revision files: the environment interacts
with a utility class that is able to prepare the files needed for each
revision task. (v) Revision: all of the functionality associated with
revision tasks, including the execution of an ILP task in XHAIL.
(vi) Recording of institutional revisions: the environment records
the timestep and the updated institution file whenever the institu-
tion is changed. (vii) Execution of actions by agents: the set of tasks
that the agents within a MAS can execute and the effect that those
actions have on the environment.

5 EXPERIMENTS AND RESULTS
5.1 Case Study
We define a case study inspired by Sergot’s room scenario [33]. We
simulate agents utilising a set of disconnected rooms in a build-
ing where agents can enter and leave rooms once they have the
necessary permissions to do so. Rooms have a maximum capacity
and some rooms have special purposes, e.g. they only allow access
to certain types of agents or agents performing a certain role. In
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Figure 2: The implementation of the revision process of an InstAL specification in XHAIL using agent experience data

our institution, agents have permission to enter rooms once they
enter the MAS. Once in a room, the agent loses permission to enter
all rooms and gains permission to leave the room that they are
currently in. The “rooms” institution allows us to investigate sev-
eral scenarios allowing for modifications to the existing institution,
based on how agents use the MAS. These scenarios are described
in the experiments discussed below.

For the purposes of this paper, we present base agents who
are the primary actors in the MAS. We have done experiments
with agents with other characteristics and with mixed populations,
but for the revision functions explored here the base agents are
sufficient. The task of a base agent is to explore the rooms in the
institution, therefore it will randomly select one of the available
rooms to enter first. It attempts to enter this room, by executing
an enter room action. Base agents are fully norm compliant and
always report problem situations they perceive, then act to resolve
those problems as they naively conclude that this unwanted state
is a direct result of problems or inadequacies within the normative
institution brought about by their last action. In our case study,
any violation perceived in a room counts-as an unwanted situation,
which the base agent will act to resolve by leaving the room and
reporting to the synthesiser. An agent attempting to enter a room
can observe one of three possible outcomes: (i) the agent is allowed
to enter the room and there are no issues reported, (ii) the agent
is allowed to enter the room and but there are additional issues
reported, and (iii) the agent is prevented from entering the room,
and a deniedEntry event is triggered. The agent reports to its
synthesiser in the case of either the last two possible outcomes.

5.2 Experiments
We conduct experiments to determine whether it is feasible to
utilise the partial knowledge of synthesisers for a revision versus
using global knowledge for our proof of concept. We define global
knowledge as all the data about institutional states for the selected
seven timesteps in the supplied trace, inclusive of data about all the
agents in the MAS and all domain facts (fluents). Partial knowledge
still includes all domain facts but then only those institutional states
in which the actor supervised by the synthesiser is active and then

only data about those agents supervised by the (same) synthesiser,
that is the reporting agent’s synthesiser siblings.

Initially, we experimented with global knowledge to drive the
revision task, but it clearly contains much superfluous information,
whereas the partial knowledge has much less that is not germane
to the situation, making the revision process considerably faster.
Having established that using partial mostly gives the same results
as global (see section 7.1 for further discussion of this issue), the
experiments reported here only use partial knowledge, but the full
experimental record and implementation set up are available on
GitHub 1.

Below we demonstrate, using scenarios from the case study,
how agent-directed norm synthesis is able to provide solutions
to problems encountered in the MAS. We show that the revision
mechanism is able correctly to (i) remove unnecessary rules in
the the institution, (ii) add missing but necessary rules, (iii) add an
exception to an existing rule and (iv) handle two problems situations
in one revision, one being the removal of a conflicting clause in a
valid rule and the removal of a rule. The above are the only possible
revisions of a set of norms: specialisation (add rule conditions),
generalisation (remove rule conditions), addition and deletion of a
rule, which the following sections now address.

5.2.1 Experiment 1: Removing a rule. We pose a situation whereby
the institution penalises early arrivals: the first agent that enters a
room receives an early bird violation. The aim of this experiment
is to see whether agents are able to detect and report the early bird
problem and whether the revision mechanism is able to recommend
the removal of this rule. The simulation has two rooms: room1 and
room2 both of whose maximum capacity is eight (8). We utilise the
following agents: (i) two (2) synthesiser agents (ii) one coordinator
agent (iii) one oracle agent, and (iv) eight (8) base agents. The
simulation is run 8 times.

The results show, as expected, that for every experiment, a large
proportion of agents are able to complete their goals, which is to
explore both rooms, without requiring a change to the institution,

1The implementation set up is available at https://github.com/instsuite/agent-directed-
norm-synthesis and https://github.com/andreasam-87/agent-directed-norm-synthesis
the latter also has the experimental record
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since at most two (2) agents at a time would receive this feedback.
The agents who do receive the early bird violation feedback, leave
the room, submit a request and await a response from a synthesiser
agent before attempting to complete their goals. For this revision,
as we have not provided an exception case, the only logical solution
is to remove the rule, which is what we aim to achieve, as shown
in the code snippet:

1 %Old Rule below

2 earlyBirdViol(P,L) when occupancy(L,X), equal(X,1),

in_room(P,L), revise;

3 %New Rule below

4 %%% DELETED RULE %%%

where line 4 is output by the revision task to indicate the action it
has taken. Six out of the eight experiments saw a successful revision
task whereby the proposed revision was the removal of the rule,
which was accepted by the Oracle and the remaining agents were
able to complete their goals. Both of the remaining experiments, saw
the revision task unable to compute a solution owing to insufficient
examples provided, in turn due to the use of partial knowledge. This
is a manifestation of the “mostly” issue noted in the introduction
to this section and discussed further in section 7.1.

5.2.2 Experiment 2: Adding a rule. The aim of this experiment is
to demonstrate the ability for the revision mechanism to add a
rule that is necessary for the proper functioning of the institution,
but which has either been deleted or just not yet written. To do
so, we remove the rule that initiates the fluent in_room after an
agent successfully enters a room, signalled by the occurrence of
the arrive event. The in_room percept is used by other rules within
the institution so its absence from the state will affect the validity
of the institutional state.

As before, we investigate whether agents within the MAS are
able to detect and report this problem and whether the revision
mechanism is able to recommend the addition of a rule to the
institution as shown in the code snippet below. We utilise the same
experiment set up as with Experiment 1.

1 %Old Rule below

2

3 %New Rule below

4 arrive(P,L) initiates in_room(P,L) if revise; %%%%NEW

RULE ADDED %%%%

where line 2 is empty because there was no old rule and line 4
shows the new rule. A total of 8 experiments were conducted, for 5
out of the 8 experiments, we observe that at least one revision task
is able to successfully synthesis the norm shown in the code snippet
above. Every agent continues to re-encounter this problem until the
institution change occurs. Following the institutional change, all
the agents are able to fulfil their goals. The remaining 3 experiments
had to be manually terminated because some revision tasks did not
complete due to insufficient examples which we discuss further in
Section 7.1.

5.2.3 Experiment 3: Adding an exception to a rule. We investigate
a scenario relating to exceeding the capacity of a room where
rooms have a specified capacity, but this is not enforced, in that
agents can still enter the room after this limit has been reached.
In a physical sense allowing agents to enter a room after it has
reached its capacity may seem impractical and encroaching on

safety regulations. However the COVID-19 pandemic of 2020 and
the following years, where capacities within a location vary based
on the current restrictions, and which can potentially be ignored in
special circumstances, makes this more realistic. We simulate the
exceeded room capacity scenario to demonstrate the ability of our
revision mechanism to add an exception to an existing rule. The
institution currently active within the MAS will enable some of
these agents to complete their goals before there is a need to change
the institution but this is something that cannot be guaranteed for
all agents. It depends entirely on the state of the MAS at the time
of an agent’s action (how many agents are currently in a room)
and as a consequence, agents must hope that their entry into the
room is preceded by a state that allows them to complete their goal.
However some agents will be unable to complete their goals until
the institution changes allowing more agents to be in the room at
the same time because of a meeting occurring. The meeting being
held in that room acts as the exception to the rule that must be learnt.
As before, we investigate whether agents within theMAS are able to
detect and report this problem andwhether our revisionmechanism
is able to recommend the addition of this clause to the appropriate
rule in the institution as shown in the snippet below. We utilise the
same experiment set up as above except for the following change.
The maximum capacity of the two rooms are 2 and 1 respectively,
the small value ensures that the unwanted situation will arise early
within the MAS given that a limited number of agents are used. A
total of 8 experiments were conducted and for all 8 experiments, at
least one revision task proposed the rule exception as shown below.

1 %Old Rule below

2 capacityExceededViol(L) when occupancy(L,X), max(L,Y),

bigger(X,Y), revise;

3 %New Rule below

4 capacityExceededViol(L) when occupancy(L,X), max(L,Y),

bigger(X,Y), revise , not meeting(L); %%% ADDITION

%%%

As expected, a subset of the agents are able to complete their
goals without requiring a change to the institution depending on
the room occupancy at the timestep when they attempt to enter.
The remaining agents enter the room and receive the feedback, after
which they leave the room and request a revision. The agents then
await feedback from synthesisers before being able to complete
their goals. In each run, there was at least one successful revision
task which resulted in the appropriate change to the institution.
We note that some revision tasks propose a revision to delete the
rule which is rejected by the Oracle, such a proposal is because
of insufficient examples provided as input (again, see section 7.1
for further discussion). Agents still attempt their goals again, al-
lowing some to complete their goals while others re-encounter the
problematic situation. In the end, all remaining agents are able to
successfully complete their goals after the institution changes.

5.2.4 Experiment 4: Multiple problems in one revision task. We
demonstrate how the revision mechanism can handle multiple revi-
sions to multiple rules in an institution by showing a rule deletion
and the removal of a clause from a valid rule in one revision. We
build on the early bird scenario defined earlier and in addition in-
troduce an impossible condition into an existing rule, as we now
describe. The institution has a rule which terminates the permis-
sions to enter the room that the agent has successfully entered.
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We have added the clause permExit(P,L) to the rule which will
never be true when an agent is entering a room and as a conse-
quence the rule will not trigger. Therefore, agents will be in a room
and still have the permissions to enter the room which we do not
want to happen. As before, we investigate whether agents within
the MAS are able to detect and report this problem and whether
our revision mechanism is able to recommend the removal of the
early bird violation rule and the removal of the unwanted clause,
permExit(P,L), from the existing rule of the institution as shown
in the snippet below. We utilise the same experiment set up in the
other experiments and run the experiment 8 times.

1 %Old Rules below

2 earlyBirdViol(P,L) when occupancy(L,X), equal(X,1),

in_room(P,L), revise;

3 arrive(P,L) terminates perm(enter(P,L)) if permExit(P,L),

revise;

4 %New Rules below

5 %%% DELETED RULE %%%

6 arrive(P,L) terminates perm(enter(P,L)) if revise; %%%

DELETION %%%

For the purposes of the experiment, to ensure that agents observe
both problems together and report them in a single request, we
modify our base agents so that only the agents who first enter a
room are able to observe the additional permissions. Results show
that most agents are able to complete their goals without requiring
a change to the institution since only a small subset of agents
will recognise the problematic situation. For every revision task
in the 8 simulation runs, every revision task resulted in successful
revisions. After the implementation of the revisions, the agents
with incomplete goals are able to complete their goals.

6 RELATEDWORK
Simulation models of norm emergence[27, 32, 35] typically assume
the evolution of norms in a MAS. However, although the norms
are introduced or learnt via agent interactions, they do not become
part of an explicit normative system. As such they are different
from the normative system in a normative MAS which is the focus
of this paper. Boella et al. [3] mathematically demonstrate how an
explicitly defined normative system can change when a new norm
is added to the normative system and also explore the revision of
norms but it is unclear whether an implementation is available.

Dynamic normative MAS that employ online norm synthesis
mechanisms are becomingmore common. For example,Mashayekhi
et al. [20] utilise a centralised mechanism that determines the ap-
propriate norms for the system over time, although the information
they use and the mechanisms are different. Silk, the centralised
mechanism of Mashayekhi et al. [20], monitors participating agents’
interactions and recommends norms to resolve potential conflicts,
and unwanted situations, identified by the system.

Ghorbani and Bravo [10], Ghorbani et al. [11] present a decen-
tralised online norm synthesis mechanism that incorporates into
a normative system the most popular strategy among those sub-
mitted by individual agents. Similarly, Riveret et al. [31] allows
each agent to submit a norm that has been constructed internally
from their learning experiences. The most common submission
becomes a motion which is then voted upon by all the agents. The
decentralised synthesis and voting mechanism is similar to work

described in Morris-Martin et al. [26] and Campos et al. [5] however
the synthesis in [5, 26] is delegated to special-purpose agents that
process individual agents’ experiences, rather than expecting each
agent to have the capability to synthesize.

Dell’Anna et al. [7, 8] also discuss runtime norm revision, utilis-
ing a Bayesian learning network to analyse norm satisfaction/vi-
olation and the achievement of system objectives. Note that here,
the goal is system optimisation, rather than individual agent satis-
faction. The approach in Dell’Anna et al. [7] selects an appropriate
norm set, 3 norms, from a collection of norm sets or can put to-
gether a new set from among the set of norms when no existing
set ensures that norm satisfaction is in line with the achievement
of system objectives. Subsequently, Dell’Anna et al. [8] discuss an
approach that enforces and revises norms by revising the sanctions
associated with norms to ensure system objectives are being met.

Knobbout et al. [15, 16] present a methodology to reason about
and represent changes in a normative system by analysing how the
introduction of a norm affects the system before and after an action
is performed, but synthesis of the norm itself is not the focus here.

Huang et al. [13] present ’dynamic normative systems’ where
there are several possible norm sets applicable to a MAS and the
active set can change over time depending on the context/situation,
agents must recognise which norm set is active at any given time.
While this clearly permits update of the normative system over
time, it appears to depend on selection of and switching between
pre-defined norm sets, rather than the synthesis of a revision in
response to actions that have occurred.

SENSE [24] employs an offline centralised approach that resolves
a conflict situation by considering the agent actions that occurred in
the time-step before the conflict occurs (cf. the fixed length history
of [1]). It then synthesises a norm by prohibiting the action of any
one of the participating agents. The apparent weakness of this
approach is the short time window and the limited context that
feed into the revision. This is similar to earlier online approaches in
IRON [21, 23] but which do not have the capacity to reason about
the interdependence of norms and fail to synthesise an evolutionary
stable normative system [24].

One final point in respect of the works discussed above, is their
focus on individual norms. In some cases there is consideration of
the impact of a norm on system goals, which implicitly addresses
a norm’s contribution in conjunction with others, but there is no
consideration of the normative specification as a whole, in contrast
to what we have presented here. To our knowledge only [6, 18, 19]
consider the revision of an holistic normative system that not only
contains the deontic notions of norms but also the rules that define
state transitions and how the norms change based on agent actions
over time. There are however a number of difference between
their work and ours. Li et al. [18, 19] identifies how to revise the
ASP representation of an institution to resolve conflicts between
interacting institutions, but the process is not automatic and does
not feed back to the InstAL specification. The goal in Corapi et al. [6]
is to revise norms so they better satisfy the provided traces, in order
to identify incorrect or absent norms. There is a human-in-the-loop
and because the process is initiated from the ASP representation, it
lacks the automatic generation of the mode declarations informed
by starting from InstAL that is achieved here.
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7 DISCUSSION AND CONCLUSIONS
7.1 Incomplete Information
The distributed nature of our framework, with only synthesiser
agents being able to access information about the agents they look
after, means that for revision tasks, the complete trace or full nar-
rative is not always available. For the narrative to be complete, the
acting agents of the timestep that the action causing the need for
revision occurred, and the timestep after, must both be supervised
by the synthesiser executing the revision for the revision to have a
chance of success.

The ILP system’s revision can only be as good as the input
it receives. Therefore if the action under review has occurred at
timestep X, and timestep X+1 is missing from the trace, then it
is not possible to observe the effect of the action or generate the
appropriate examples that will be needed for the revision task. As
a result, the proposed revision may be rejected by the Oracle or on
a few rare occasions the revision task will not terminate.

While not ideal, in an online system it is very likely that a similar
need for revision will present itself again, and the revision will be
successful, as is demonstrated in the experiments in Section 5. In
a few rare cases, incomplete information results in a revision task
that does not complete and will need to be manually terminated, as
we have seen in Experiment 2 in Section 5.2.2.

We must also point out that despite the lack of complete informa-
tion, it is not possible for a single revision to synthesise incompatible
norms. The approach ensures that the norms synthesised do not
conflict with each other nor with the existing norms.

7.2 Constraining the learning
Increasing the search space directly impacts the performance of
an ILP task, where if the search space is too large, some ILP tasks
take very long to compute and utilise significant computational
resources, while some tasks become unresponsive and must be
manually terminated. We note that this computational problem is
reliant on the ability of ILP tools to handle very large search spaces,
a problem that is not usually encountered in applications of ILP for
simple learning and revisions.

For our purposes, it is necessary to employmethods to reduce the
search space which simultaneously has the effect of constraining
the learning. In ensuring that the agent-directed norm synthesis
framework could be applied to an online MAS, it was non-trivial
but necessary to determine how to automate the extraction of
the relevant agent experience data for input to the ILP task. For
now, the reduction of the search space entails manually annotating
the rules to indicate which are revisable, using simulations with a
small number of agents and (automatically) generating a custom
set of modes in order to limit the mode declarations to only the
fluents involved in rules related to the action under review. A more
detailed explanation of automated mode generation and other ways
of reducing the search space will be the subject of another paper.

7.3 Localised vs. Collective Decision Making
Localised revisions in response to individual experiences are not
in general a good way to derive policy as some of these revisions
might not be applicable to the entire MAS. However, it is also not

advisable to ignore the experiences of individual agents. Instead,
following Ostrom’s [28] principle of collective decision-making, a
mechanism is needed to verify that these localised revisions are
applicable for all the agents in the MAS. In our framework, syn-
thesisers ask their peers to check if their responsible agents can
continue as normal after the revision. An additional level of over-
sight is provided by the Oracle. Currently, the behaviour of the
Oracle (See Section 3.3) is predicated on a record of the revisions
that it will not accept. The authorship of this record could in the
future be a more advanced learning agent or another institution
with a governance role. Alternatively, we could allow for the imple-
mentation of the Oracle as an overarching higher-order institution
as proposed by [14] to facilitate collective decision-making.

7.4 Norm Emergence in Normative MAS
This paper demonstrates that the creation stage, as conceptually
proposed by [26], whose realisation we have described here, is
viable and shows that norm emergence in normative MAS utilising
the experiences of participating agents is possible.With this positive
outcome, we can now investigate more intelligent participating
agents who are not normative by design but are normative by
choice and can learn from their interactions. These type of agents
will be able to suggest norms for inclusion into the institution
based on their experiences within the MAS. These types of norms
could be included as obligations for a specific behaviour under a
particular circumstance. This will allow us to properly investigate
whether a norm that was suggested by a participating agent will
first be accepted as part of the institution and also be adopted by the
other agents within the MAS. Additionally, we aim to investigate
whether more complex scenarios hold in practice. The completion
of this necessary next step in the framework paves the way for
the implementation of a norm emergence framework in normative
MAS, allowing us to observe the emergence of a norm in the MAS
that was introduced based on the experience of a participating
agent(s) as envisaged in [26].

7.5 Self Governance
The provision of the agent-directed norm synthesis framework to
facilitate dynamic institutions in a MAS at runtime, makes it possi-
ble for the introduction of self-governing MAS where the norms
in the institution are adapted to meet the needs of the participat-
ing agents within the bounds of the MAS objectives. The Oracle
enables ultimate oversight of the process with the possibility of
still allowing a human-in-the-loop, or another form of oversight,
to avoid unacceptable runaway-loop revisions over time. An ex-
ternal entity (human, team or higher-order institution) could be
responsible for defining the revision control mechanisms in our
framework to ensure that the adaptations to the institutions over
time are within the boundaries of the intended purpose of the MAS.
Hence, frameworks like the one presented here, can in the future
provide adaptable self-governance mechanisms of socio-technical
systems through dynamic formally specified institutions.
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