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ABSTRACT
Autonomous systems are becoming pervasive, and as they become
applied to highly dynamic and heterogeneous environments there
is a need tomodel and understandmore complex and nuanced agent
interactions than have been previously studied. This paper proposes
an agent-based modelling approach, based on norm emergence, to
investigate such interactions. While there is typically an ideal set
of compatible actions which lead to an optimal norm, in complex
environments there may also be combinations that are compatible
and yield positive (but not optimal) rewards. We illustrate our
model of such scenarios using the case of an autonomous vehicle
performing a manoeuvre at a T-intersection.
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1 INTRODUCTION
Autonomous systems are becoming increasingly prevalent, and are
making an impact in safety-critical systems such as autonomous
cars [1] and unmanned aerial vehicles [9]. Such highly dynamic and
heterogeneous environments can result in complex agent behaviour,
and interactions that contain learning, adaptation, and feedback
loops. Norms are standards of behaviour that are agreed or expected
by a set of individuals [4], and can help manage such complexity
by imposing obligations to act or to not act in a particular way,
where violation incurs the risk of punishment. Alternatively, norms
(or conventions) can be considered simply as expected forms of
behaviour without punishment for violation [6], as is the interpre-
tation in this paper. There are three stages in the norms life cycle:
creation, propagation, and emergence [8], where emergence implies
that part of the population has adopted the norm.
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Norm emergence in multi-agent systems is widely studied and
has been used to model, for example, agents learning the rules of
the road via coordination games and social dilemma games [3, 10].
However, existing studies have focused on agent interactions in
which the combination of actions leads to a binary distinction
between those that are compatible or incompatible. Therefore, the
reward space is relatively small (e.g., in coordination games and the
Prisoner’s Dilemma). There is little consideration of the emergence
of norms in which the agent interactions are complex and nuanced,
such that there may be a range of compatible actions of varying
desirability, which is the focus of this paper.

The main contribution of this work, presented in detail in the full
paper [2], is a novel agent-basedmodel of norm emergence in which
agent interactions are more nuanced than those studied previously.
To this end, while there is an ideal set of compatible actions which
lead to an optimal norm, there are also combinations that are com-
patible and have positive rewards which are lower than the optimal.
A complex reward function is introduced with clauses correspond-
ing to the different cases the agents can encounter. Our model
also differentiates between the notions of the role and state of an
agent. We identify the conditions under which globally compatible
norms are likely to emerge in an environment containing nuanced
interactions. For this, simulations are performed to characterise
the structure of the topology that is required to provide equiva-
lent convergence between completely non-mixed communities, or
partitions, compared to mixed partitions in different proportions.

2 THE MODEL
We assume a set of agents A (human-driven and autonomous vehi-
cles), agent typesT , and roles R, along with a state space S , an action
space P , and reward matricesG . Each agent is associated with a role,
which in our case study corresponds to the roles of a vehicle travel-
ling on a main road or turning left at an T-intersection. In addition,
we characterise the type of an agent (e.g., assertive or non-assertive
depending on whether the agent typically interacts in a city or
rural location). The state describes both the role played by the agent
and any environmental factors. Agents choose actions (e.g., go or
yield) in pairwise interactions, the combination of which represents
the possible norms that can emerge. In our model, we categorise
norms into two types, namely optimal norms which give maximal
possible rewards to the agents and compatible norms which return
positive rewards, but not as high as those provided by optimal
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Figure 2: Effect of the number of (a) inter-partition and (b) intra-partition edges on convergence time, and (c) the size of the
interoperable region on the probability of a partition converging to a global state.

norms. Finally, a reward function for the two agents participating
in an interaction is defined as a function of the agents’ states and
actions, with clauses corresponding to the different situations that
might occur.

As a case study, consider an autonomous vehicle performing a
left-turn (role r1) at a T-intersection in front of another vehicle (role
r2), as shown in Figure 1. In this scenario, the distance between
the vehicles, their speeds, and their desirable and critical distance
thresholds (to the car in front) determine the reward each vehicle
receives. Details of the different possible outcomes and resulting
rewards, given the different action choices and states, can be found
in the full paper [2].

Figure 1: The agent in role r1 pulling out between the desir-
able and critical threshold values for distance.

3 EXPERIMENT RESULTS AND CONCLUSION
Our experiments model populations of m ∈ {2000, 5000} agents
who are allocated to n ∈ {2, 5} partitions, with 1000 agents in
each partition [2]. Agents use Q-learning [11] and are situated in
a random partition graph topology [5]. We conducted four main
experiments to: (i) compare the effects of the probability of fewer
inter-partition edges on convergence in different agent communi-
ties which can be non-mixed or mixed types, using different propor-
tions of assertive and non-assertive agents; (ii) show the influence
of intra-partition edges on norm emergence; (iii) show how the

relative size of the interoperable region can influence norm emer-
gence; and (iv) measure the overall strength of local conventions
in a system in terms of the conformity and diversity of norms [7].
We analysed the experimental results using three metrics, namely
frequency of convergence, convergence time, and the proportion
of runs that converge to a norm. For example, Figure 2a shows
that the system converges more quickly when the inter-partition
edges are increased (the convergence time of both optimal norms,
in green and blue, reduces). In contrast, Figure 2b shows that the
system takes longer to converge when the intra-partition edges
are increased. Meanwhile, Figure 2c shows that the probability of
a partition converging to a global norm increases with the rela-
tive size of the interoperable region (i.e., the gap between the two
compatible norms narrows).

This work proposed a novel agent-based modelling approach
for norm emergence that considers compatible as well as optimal
norms. Several conclusions can be drawn from our experimental
results: (i) if there are few inter-partition edges and communities
are well mixed, then the probability of the same norm emerging
in the two partitions is greater, compared to the case where the
communities are not well mixed; (ii) the frequency of convergence
of a norm decreases when the relative number of inter-partition
edges is increased or when the interoperable region is widened,
while in contrast the convergence rate increases when the relative
number of intra-partition edges is increased; (iii) the system is
seen to converge more quickly when the relative number of inter-
partition edges or the interoperable region is increased; and (iv) the
probability of both partitions converging to a global state increases
with the relative number of inter-partition edges and the size of the
interoperable region.
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