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ABSTRACT
As artificial agents become ubiquitous with the advancements of
Artificial Intelligence (AI), creating effective, viable artificial team-
mates has become increasingly important. Multiple research studies
have attempted to personify agents endowing them with different
archetypes observed in human psychology theories with the aim
of creating realistic, predictable and believable agents. However,
when these agents are exposed to other agents (both artificial and
human), the archetypal qualities should be amenable to create so-
cially believable and socially intelligent agents. This paper presents
a generic framework to model personified archetypes of agents.
The framework provides a flexible platform that can accommodate
the behavioral changes of an agent influenced by many contextual
factors. The proposed frameworkwill drive better designing of effec-
tive believable synthetic agents/characters and more user-friendly
virtual assistants customized to a human’s personality.
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1 INTRODUCTION
To be qualified as good teammates, artificial agents should be em-
bedded with qualities beyond objective performance [1, 18]. Factors
such as reliability, trust, predictability, which are often challenging
to engineer, are required for humans to perceive agents as bet-
ter assistants, teammates and companions [10, 19]. Many research
studies have explored the personification of agents with human
attributes to create more realistic, approachable agents [3, 9]. While
endowing agents with characteristic behavior is useful, intelligent
agents should also be capable of revising their behavior in response
to their context [6]. Hence, we propose a general framework to
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model archetypes of agents whose innate behavior is amenable to
the context with the aim of creating realistic, socially adequate and
personified agents.

We define an archetype as an agent with an innate set of objec-
tives according to which they define their preferences over goals.
The objectives could be manifested as motives, values, dispositions
or even as utility functions the agent tries to optimize. While there
already exists different frameworks to model motivation [5, 20],
personality traits [4], desires and values, our framework abstracts
them as archetypes so that our framework can make future research
consistent.

Psychological studies discuss phenomena such as conformity,
divergence, and vicarious living, that emerge when individuals are
exposed to social settings [2, 8]. However, a detailed analysis of the
implications of social context on archetypes and rich team dynamics
it could lead to, is yet to be explored [13]. The proposed framework
accommodates the malleability of agent archetypal behavior and
enables future researchers to experiment psychology and sociology
theories on one platform.

2 PROPOSED FRAMEWORK
The proposed framework provides a versatile platform in compar-
ison to previous work where certain archetypal behaviours have
been modelled using mathematical equations [15, 16], constraining
their adaptability to context. Our framework abstracts any goal se-
lection behaviour differences proposed in previous literature, such
as motives [5, 20], personalities [4], emotional differences [5, 12]
etc., as archetypes. This makes our framework a generalized, com-
mon platform to conduct such research, with the added benefit of
context adaptability.

As shown in Figure 1, the framework comprises of 4 layers -
Cognitive, Archetype, Drive Elicitor and Goal Scoring layer. An
agent acquires information via its sensors, which helps the agent
formulate and revise its contextual information and generate a
description for each potential goal. The perceived social context
will inadvertently revise the agent’s archetypal behaviors/drives.
Simultaneously, the archetypal drives evoked by the goal are identi-
fied within the Drive Elicitor layer. Finally, the agent’s desirability
towards the goal is calculated based on the difference between the
archetypal drives that have been revised and the drives energized by
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Figure 1: Proposed framework for context-aware archetypes

the current goal. Potential techniques to implement each layer and
how an archetype would select a goal reasoned by its inherent char-
acteristics are discussed. In Figure 1, we have also depicted within
dotted parallelograms a running example of how a fire-fighting
agent who inherently prefers taking high risks but dislikes collabo-
ration (collab) assigns a desirability score to a burning house which
needs to be saved collaboratively.

2.1 Cognitive Layer
The Cognitive Layer processes the information about the agent’s
environment (Environmental Context - e.g. burning house) and
about its own self (Agent Context - e.g. agent has sufficient bat-
tery). At this layer an agent identifies potential goals based on the
information state such as beliefs about the external environment
obtained through its one or more sensors. This layer stores and
processes the agent’s own constraints and capabilities, beliefs, and
view of the external environment using belief-revision-functions
(brf ) that could affect its perception of a goal. Beliefs of a rational
agent could be revised based on its perception, communication and
contemplation as proposed by Jiang et al. [12]. Hence, this layer
will output the agent’s definition of a goal based on its perception.
A potential goal𝐺𝑖 is defined by its properties. Hence, it can be rep-
resented by a p-tuple where 𝑝1 − 𝑝𝑝 are the outputs of the agent’s
sensors; 𝐺𝑖 : < 𝑝1, 𝑝2, ..., 𝑝𝑝 > (e.g. < ℎ𝑜𝑢𝑠𝑒, 1200°𝐶 >). Agent’s
beliefs get revised in this layer based on the frequency at which the
agent re-evaluates the environment and the rate at which the envi-
ronment changes. Furthermore, the agent derives the social context
that it is deployed in within this layer. Agent’s team awareness,
social identity and agent organization, and trust towards the agents
within its vicinity [14] are factors that affect the social context.

2.2 Archetype Layer
An archetype can be formally defined as a combination of its
drives/preferences and the respective intensity levels of these drives.

A multi-dimensional archetype can be represented as a n-tuple.
𝐴 : < 𝑤1𝑑1,𝑤2𝑑2, ...,𝑤𝑛𝑑𝑛 >, where 𝑑1-𝑑𝑛 represent 𝑛 different
drives and𝑤1-𝑤𝑛 represent their weights/intensity levels. The in-
herent archetypal drives could be influenced by the social context.
For instance, agents could display behavior antithetical to their
characteristic behavior due to peer pressure or even by the mere
presence of another agent [7, 8]. Furthermore, this layer can also
facilitate temporal changes to archetypes [13] and the plasticity
of personality traits [11]. This adaptation/revision is represented
using a drive revision function/mechanism drf. Introducing new
drives, exciting or inhibiting the intensity of the current drives and
suppressing the effect of certain drives are the functionalities envi-
sioned for drf. Once drf manipulates the archetypal drive, the re-
vised archetype profile takes the form 𝑅 : < 𝑤 ′

1𝑑1,𝑤
′
2𝑑2, ...,𝑤

′
𝑛𝑑𝑛 >.

Ideally, rationality defines objective, unbiased behavior. However,
what is rational could also depend on the social context as what is
socially appropriate may not be an unbiased action [17]. Hence, drf
could be triggered by both rationality and social context. This layer
essentially facilitates the creation of socially intelligent agents.

2.3 Drive Elicitor Layer
This layer is a domain specific and agent-specific layer. It is the
middleware that maps the sensor outputs to the drives elicited
by the goal properties based on agent’s perception. The mapping
could be predefined or implemented using techniques such as fuzzy
logic. Output of this layer would take the form 𝑇 : < 𝑑1, 𝑑2, ..., 𝑑𝑡 >
assuming the sensor outputs are mapped to the drives 𝑑1-𝑑𝑡 .

2.4 Goal Scoring Layer
This is the layer that finally calculates the agent’s desirability to-
wards a goal. This layer takes the goal-to-motive mapping (T ) gen-
erated by the Drive Elicitor layer and revised archetype profile (R)
from the Archetype layer. One mode of implementing this layer is
to first map both inputs to utility values represented by real num-
bers (similar to a valance function) and then use a distance measure
to calculate how much the goal aligns with the agent’s archetypal
preferences. Else, as with the example shown in Figure 1, generate
a set of tags that define agent’s archetype and the elicited drives
by the goal and then calculate a document similarity measure such
as overlap coefficient between 𝑅 and 𝑇 definitions adjusted by the
weights of the archetypal drives.

This process is conducted for each potential goal, and then the
goal with the highest desirability is selected as the target.

3 CONCLUDING REMARKS
This paper presents, a novel, generic framework to model context-
aware agent archetypes. Personifying agents with archetypal at-
tributes with our framework will enable the creation of believable,
socially acceptable, and predictable synthetic agents. Such agents
will enhance the experience of human interaction. Modelling so-
cially intelligent archetypes and deploying them in collaborative
tasks will indicate which archetype compositions work well to-
gether. Hence, endowing agents with archetypes will broach the
subject of effective artificial, hybrid and even organic team design-
ing, such that strengths and weaknesses of different archetypes
synergize and complement well.
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