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ABSTRACT
We present a novel multi-agent RL approach, Selective Multi-Agent
Prioritized Experience Relay, in which agents share with other agents
a limited number of transitions they observe during training. The
intuition behind this is that even a small number of relevant ex-
periences from other agents could help each agent learn. Unlike
many other multi-agent RL algorithms, this approach allows for
largely decentralized training, requiring only a limited communica-
tion channel between agents. We show that our approach outper-
forms baseline no-sharing decentralized training and state-of-the
art multi-agent RL algorithms. Further, sharing only a small num-
ber of highly relevant experiences outperforms sharing all experi-
ences between agents, and the performance uplift from selective
experience sharing is robust across a range of hyperparameters
and DQN variants. A reference implementation is available under
https://github.com/mgerstgrasser/super.
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1 INTRODUCTION
Multi-Agent Reinforcement Learning (RL) is often considered a
hard problem: The environment dynamics and returns depend on
the joint actions of all agents, leading to significant variance and
non-stationarity in the experiences of each individual agent. Much
recent work in multi-agent RL has focused on mitigating the impact
of these [4, 6]. Our work goes in a different direction: leveraging the
presence of other agents to collaboratively explore the environment
more quickly.

We present a novel multi-agent RL approach that allows agents
to share a small number of experiences with other agents. The
intuition is that if one agent discovers something important in
the environment, then sharing this with the other agents should
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help them learn faster. However, it is crucial that only important
experiences are shared - we show that sharing all experiences in-
discriminately will not improve learning. To this end, we make two
crucial design choices: selectivity and priority. Selectivity means we
only share a small fraction of experiences. Priority is inspired by a
well-established technique in single-agent RL, prioritized experience
replay (PER) [7]. With PER an off-policy algorithm such as DQN [5]
will sample experiences not uniformly, but proportionally to “how
far off” the current policy’s predictions are in each state, formally
the temporal difference (td) error . We use this metric to prioritize
which experiences to share with other agents.

We dub the resulting multiagent RL approach Selective Multi-
Agent Prioritized Experience Relay or SUPER. In this, agents inde-
pendently use a DQN algorithm to learn, but with a twist: each
agent relays its highest td-error experiences to the other agents,
who insert them directly into their replay buffer, which is used for
learning. This approach has several advantages:

(1) It consistently leads to faster learning and higher eventual
performance, across hyperparameter settings.

(2) Unlike many “centralized training, decentralized execution”
approaches, the SUPER learning paradigm allows for (semi-)
decentralized training, requiring only a limited bandwidth
communication channel between agents.

(3) The paradigm is agnostic to the underlying decentralized
training algorithm, and can enhance many existing DQN
algorithms. SUPER can be used togetherwith PER, orwithout
PER.1

In addition to the specific algorithm we develop, this work also
introduces two key conceptual novelties.

(4) We show that communication can improve multi-agent RL
even during training. Most prior work consider "learning
to communicate", also known as emergent communication,
which is a difficult problem but may improve coordination
at convergence. We show that "communicate to learn" can
also drastically improve performance during training.

(5) Related to this, we introduce the paradigm of “decentral-
ized training with communication”. This is a ‘middle ground
between established approaches of decentralized and central-
ized training (including “centralized training, decentralized
execution”).

1Note that while the name “SUPER” pays homage to PER, SUPER is not related to PER
other than using the same heuristic for relevance of experiences.
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Figure 1: Performance of SUPER variants and baselines on different domains.

2 EXPERIMENTS AND RESULTS
We evaluate SUPER on a number of multiagent benchmark domains.

Figure 1 shows learning curves of SUPER implemented on duel-
ing DDQN (“SUPER DDQN”), with stochastic, Gaussian and quan-
tile experience selection and target bandwidth 0.1, compared to
standard no-sharing dueling DDQN [9], share-all SUPER-DDQN,
parameter-sharing dueling DDQN, as well as MADDPG [4], QMIX
[6] and SEAC [1].

We find that SUPER (red curves) consistently outperforms the
baseline DDQN algorithm (solid green curve), often significantly. In
Pursuit, for instance, SUPER-DDQN achieves over twice the reward
of no-sharing DDQN at convergence, increasing from 180.7 (std.dev
2.8) to 450.5 (std.dev 9.9) for quantile SUPER-DDQN measured at
800k training steps. Similar results hold in other environments, and
when combining SUPER with a (non-double, non-dueling) DQN
algorithm. SUPER also performs significantly better than SEAC
(solid blue), MADDPG (dashed violet) and QMIX (dotted purple).

3 CONCLUSION & DISCUSSION
We present selective multiagent PER, a selective experience-sharing
mechanism that can improve DQN-family algorithms in multiagent
settings. Conceptually, our approach is rooted in the same intuition
that Prioritized Experience Replay is based on, which is that td-error
is a useful approximation of how much an agent could learn from
a particular experience. In addition, we introduce the a second key
design choice of selectivity, which allows semi-decentralized learn-
ing with small bandwidth, and drastically improves performance
in some domains.

Our selective experience approach improves performance of
both DQN and dueling DDQN baselines, and does so across a range
of environments and hyperparameters. It outperforms state-of-the-
art multi-agent RL algorithms, in particular MADDPG, QMIX and
SEAC. The only pairwise comparison that SUPER loses is against

parameter sharing in Adversarial-Pursuit, in line with a common
observation that in practice parameter sharing often outperforms
sophisticated multi-agent RL algorithms. However, we note that
parameter sharing is an entirely different, fully centralized training
paradigm. Furthermore, parameter sharing is limited in its applica-
bility, and does not work well if agents need to take on different
roles or behavior to successfully cooperate. We see this in the Pur-
suit domain, where parameter sharing performs poorly, and SUPER
outperforms it by a large margin. The significantly higher perfor-
mance than QMIX, MADDPG and SEAC is somewhat expected
given that baseline non-sharing DQN algorithms often show state-
of-the-art performance in practice, especially with regard to sample
efficiency.

Our algorithm is different from the “centralized training, de-
centralized execution” baselines we compare against in the sense
that it does not require fully centralized training. Rather, it can
be implemented in a decentralized fashion with a communication
channel between agents. We see that performance improvements
scale down even to very low bandwidth, making this feasible even
with limited bandwidth. We think of this scheme as “decentralized
training with communication” and hope this might inspire other
semi-decentralized algorithms. In addition to training, we note that
such a “decentralized with communication” approach could poten-
tially be deployed during execution, if agents keep learning. While
this is beyond the scope of the current paper, in future work we
would like to investigate if this could help when transferring agents
to new domains, and in particular with adjusting to a sim-to-real
gap.

We focus on the DQN family of algorithms in this paper. In future
work, we would like to explore SUPER in conjunction with other
off-policy RL algorithms such as SAC [2, 3] and DDPG [8]. If the
improvements we see in this work hold for other algorithms and
domains as well, this could improve multi-agent RL performance
in many settings.
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