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ABSTRACT
When it comes to collective decisions, we have to deal with the fact
that agents have preferences over both decision outcomes and how
decisions are made. If we create rules for aggregating preferences
over rules, and rules for preferences over rules for preferences
over rules, and so on, it would appear that we run into infinite
regress with preferences and rules at successively higher “levels.”
The starting point of our analysis is the claim that such regress
should not be a problem in practice, as any such preferences will
necessarily be bounded in complexity and structured coherently
in accordance with some (possibly latent) normative principles.
Our core contributions are (1) the identification of simple, intuitive
preference structures at low levels that can be generalized to form
the building blocks of preferences at higher levels, and (2) the de-
velopment of algorithms for maximizing the number of agents with
such low-level preferences who will “accept” a decision. We analyze
algorithms for acceptance maximization in two different domains:
asymmetric dichotomous choice and constitutional amendment. In
both settings we study the worst-case performance of the appro-
priate algorithms, and reveal circumstances under which universal
acceptance is possible. In particular, we show that constitutional
amendment procedures proposed recently by Abramowitz et al. [2]
can achieve universal acceptance.
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1 INTRODUCTION
In the literature on collective decision-making, a mechanism is, “a
specification of how economic decisions are determined as a func-
tion of the information that is known by the individuals (agents)
in the economy” [10]. A mechanism designer typically starts with
an objective and a set of constraints, makes assumptions about the
epistemic states and behaviors of the relevant agents, and designs a
mechanism to elicit and aggregate information from the agents to
produce a singular outcome, or state of the world, that achieves or
approximates the chosen objective [6, 8]. But how are the objective
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and constraints determined? And who’s to say whether the mecha-
nism or decision outcome are any good? The raison d’être of what
we call Social Mechanism Design (SMD) is to incorporate agents’
views about mechanisms and collective choices into the identifica-
tion, design, selection, and implementation of mechanisms. In SMD,
the choices often relegated to mechanism designers are recognized
as social choices and, where appropriate, are made by the agents
themselves.

In the introduction to The Calculus of Consent, Buchanan and
Tullock state, “The selection of a decision-making rule is itself a
group choice, and it is not possible to discuss positively the basic
choice-making of a social group except under carefully specified
assumptions about rules. We confront a problem of infinite regres-
sion here.” In Chapter 2, they state the implication explicitly, “...in
discussing decision rules, we get into the familiar infinite regress if
we adopt particular rules for adopting rules. To avoid this, we turn
to the unanimity rule...” [4]. We find such fear of infinite regress to
be unfounded. Rather, if one considers these “higher level” prefer-
ences over rules, and rules for choosing rules, etc., we claim that
such preferences will necessarily be bounded in complexity and
structured coherently. In other words, these preferences will not be
arbitrary. For example, it is implausible that someone would insist
that all voting rules should be Condorcet-consistent while the rule
for choosing a Condorcet-consistent rule should necessarily be a
scoring rule, and yet the rule for choosing a scoring rule must be by
Plurality vote. While impossibility theorems abound and have been
shown to extend to all such preference “levels” [5, 12], we believe
that the inexorable structure of such preferences will circumvent
many general impossibility theorems, much as single-peakedness
evades Arrow’s Theorem and Condorcet cycles [3, 7]. To this end,
we begin investigating some plausible, intuitive structural proper-
ties at low levels. See Abramowitz and Mattei [1] for our working
paper.

1.1 The Basic Idea
We propose a general framework in which a collective choice or
decision (𝑉 , 𝑅,𝑦) consists of a profile of information (𝑉 ) provided
by the agents, a rule (𝑅) that is a function for aggregating such
information, and a decision outcome (𝑦 = 𝑅(𝑉 )) that comes from
applying the rule to the profile. The profile 𝑉 is assumed to reflect
agent preferences over outcomes. In our setting, agents also have
preferences over decisions. In each instance exactly one decision
gets made. In our low-level introduction, each agent either accepts
a decision or rejects it.

Example 1.1 (Friendly Dinner). Suppose three friends are deciding
where to go for dinner. Friends 𝑣1 and 𝑣2 prefer restaurant 𝐴 while
𝑣3 prefers restaurant 𝐵. To which restaurant should they go?
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The problem in Example 1.1 might seem simple. Majority rule
dictates that the friends should go to restaurant 𝐴. If no further
information about the alternatives, agents, or their preferences is
known, then majority rule is arguably the only reasonable way to
decide [9]. But suppose 𝑣3 does not believe that majority rule is
justified; perhaps because of the strength of their preference or in
light of the history of past decisions the friends have made together.
And suppose 𝑣1 and/or 𝑣2 agree that majority rule is not the right
way to decide. Then what?

2 GENERAL MODEL
A set of agents 𝑁 with |𝑁 | = 𝑛 must make a collective decision. The
decision consists in selecting a single outcome from a set of feasible
outcomes Y = {𝑦1, 𝑦2, . . .}. The agents will provide information,
which altogether constitutes a profile 𝑉 , and the decision must be
made by a rule 𝑅 from a set of feasible rules R.

A decision is a tuple (𝑉 , 𝑅) or (𝑉 , 𝑅,𝑦) where 𝑅(𝑉 ) = 𝑦. If 𝑅(𝑉 ) ≠
𝑦, then (𝑉 , 𝑅,𝑦) is not a decision. A decision (𝑉 , 𝑅,𝑦) is feasible if
𝑅 ∈ R and 𝑦 ∈ Y. The set of all possible decisions is denoted D̃,
while the set of all feasible decisions isD ⊆ D̃. Note that we do not
assume that applying a feasible rule to a profile necessarily yields a
feasible outcome. Even if 𝑅 ∈ R, the decision (𝑉 , 𝑅,𝑦) may not be
feasible if 𝑦 ∉ Y, and similarly if 𝑦 ∈ Y but 𝑅 ∉ R.

For each agent 𝑖 ∈ 𝑁 , there is a set of decisions 𝐷𝑖 ⊆ D̃ that 𝑖
will accept. We call 𝐷𝑖 the satisfying set of 𝑖 . An agent does not
accept any decision outside their satisfying set, but nothing forbids
their satisfying set from including infeasible decisions. We denote
by D𝑁 = (𝐷1, 𝐷2, . . . 𝐷𝑛) the collection of agents’ satisfying sets.

2.1 Objective
An instance of our problem is denoted by 𝐼 = (𝑉 ,R,Y,D𝑁 ). Given
an instance with profile 𝑉 , set of feasible rules R and a set of
feasible outcomesY, our goal is to compute a feasible decision that
maximizes the acceptance rate, or the fraction of agents who accept
the decision:

argmax
𝑑∈D

|{𝑖 ∈ 𝑁 : 𝑑 ∈ 𝐷𝑖 }|

In general, we want an algorithm𝑀 to compute an acceptance-
maximizing feasible decision for all instances 𝐼 within some class
of relevant instances I. We are principally concerned with the best
achievable worst-case acceptance rate of any algorithm𝑀 over all
instances in I.

𝛼I = max
𝑀

min
𝐼 ∈I

|{𝑖 ∈ 𝑁 : 𝑀 (𝐼 ) ∈ 𝐷𝑖 }|
𝑛

3 ANALYSIS
We categorize types of agents based on the logical conditions on
rules and outcomes that are necessary and sufficient for them to
accept a decision and provide algorithms for making acceptance-
maximizing decisions with such agents. We introduce a key prop-
erty that we call implementation-indifference which captures the
way agents view the counterfactuals about what rule was imple-
mented. We also find that the relationship between profile 𝑉 and
satisfying sets D𝑁 is key for compactly representing preferences.
For each type of agent, with and without implementation indiffer-
ence, we examine the worst-case acceptance rate for asymmetric

dichotomous choices. Naturally, some agent types are more con-
ducive tomaximizing acceptance than others. Our analysis confirms
the intuition that when agents are more accommodating, i.e., hav-
ing larger sets 𝑅𝑖 and 𝑌𝑖 or being implementation-indifferent, they
are easier to satisfy. Finally, we examine constitutional amendment
with implementation-indifferent agents and show that amendment
procedures proposed by [2] can achieve universal acceptance.

4 CONCLUSIONS
Through an approach we term Social Mechanism Design, we seek
to incorporate agents’ views about collective choice into the identi-
fication, design, selection, and implementation of collective choice
mechanisms or rules. It has been suggested that accounting for
agents’ preferences over rules leads to infinite regress. We do not
believe this is a problem because agents’ full preferences over deci-
sions across all levels will be structured and bounded in complexity.
We therefore offer an exploration of some basic, intuitive structures
that agents’ preferences over decisions may have, and demonstrate
how such preferences can be aggregated to maximize the number
of agents who will accept a decision.

We have focused on the way agents balance their preferences
between rules and outcomes, and how they treat counterfactuals
related to the implementation of the rules. We have seen that the
relationship between the agent preferences to which the rules are
applied (𝑉 ), and what decisions they will accept (D𝑁 ), plays an
important role. It is often reasonable to assume such a relationship
when both sources of preferences are driven by the same norma-
tive principles, and this allows for more efficient elicitation. Future
work may consider temporal problems, like whether satisfying sets
are elicited before, after, or simultaneously with the profile. Alter-
natively, one might have agents express preferences over formal
axioms or normative principles in natural language and need to
infer their satisfying sets.

We have examined two settings, one in which the agents must
make a single asymmetric binary choice, and the other in which
agentsmustmake decisions about amending a supermajority rule [1].
Many other settings are worth investigating. In particular, there are
many open questions surrounding multi-winner voting. Concepts
like justified representation, extended justified representation, and
proportional justified representation, take the profile 𝑉 can char-
acterize what it means to represent the agents based on 𝑉 [11]. In
practice, the groups with which agents identify might not corre-
spond exactly with 𝑉 . Voters who identify as part of a minority
group do not necessarily vote identically. In reality, voters decide for
themselves whether they they have been adequately represented.
Voting rules like Monroe and Chamberlain-Courant can be seen
as minimizing a measure of misrepresentation, but this measure is
assumed to be the same for all agents. Approaching multi-winner
voting through the lens Social Mechanism Design suggests the im-
mediate generalization to representing each voter based on what
form of representation that voter cares about.

Lastly, we have treated rules as functions. In practice, agent
preferences can reflect that the rules are algorithms or programs.
Agents might care about the computational complexity of rules,
whether rules are easy to understand, whether the rules preserve
privacy, and other similar factors.
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