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ABSTRACT
With the prevalence of autonomous agents which should act re-
sponsibly, multiple computational models of responsible autonomy
have been proposed. We explore the use of one such model called
Computational Transcendence (CT) which is based on modeling an
elastic sense of self as a means for emerging responsible autonomy.
We discuss how this model can be applied to realistic applications.
The first application is on decision-making in multi-agent supply
chains, and the second is on adaptive signalling in a road network.
In both these applications, we compare CT with several baseline
models and find improvement across multiple application-specific
metrics. Through this paper, we aim to foster increased research in-
terest in computational transcendence, as a means for architecting
responsible multi-agent autonomy for different real-world applica-
tions.
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1 INTRODUCTION
Across a variety ofmulti-agent applications, it is becoming crucial to
incorporate models of responsibility and ethics in agent design [13,
14]. Autonomous agents which make their own choices should
be designed such that they are aware of the consequences of their
choices not just on themselves but also on other agents in the system.
In closed-world systems with known parameters and constraints, it
is possible to create normative systems of responsibility. However,
most realistic applications like traffic, supply chains etc. are open-
world systems where all the factors cannot be computed in advance.

Machine ethics is a broad area and one of its sub-field is Re-
sponsible AI [4, 5, 8, 9, 15]. Different approaches are used to design
responsible agents [1, 17]. Top-down approaches enforce respon-
sible behaviour in agents in the form of norms and rules which
should be followed by the agents [2]. On the other hand, bottom-up
approaches inculcate intrinsic models of responsibility in agents
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which the agents can learn using reinforcements from the system.
There also exist hybrid techniques which combine both these ap-
proaches.

Along with theoretical models of responsibility, it is also equally
important to design responsible agents operating in specific realistic
setups. In this paper, we explore the use of a recently proposed ap-
proach called Computational Transcendence (CT) [7] as a framework
to design intrinsically responsible agents. We present an algorithm
to apply Computational Transcendence to any multi-agent applica-
tion and demonstrate how this framework can be used to design
responsible agents in supply chains and traffic management [6].

2 COMPUTATIONAL TRANSCENDENCE
Computational transcendence [7] endows agents with an elastic
sense of self such that they can identify to different extents with
other agents, collectives and concepts in the system. Identifying
with an external entity results in the agent incorporating the inter-
ests of that entity into its own utility function. Formally, the sense
of self of an agent 𝑎 is modeled as follows: 𝑆 (𝑎) = (𝐼𝑎, 𝑑𝑎, 𝛾𝑎) Here,
𝐼𝑎 represents the identity set which consists of entities (agents, col-
lectives and concepts) which agent 𝑎 identifies with. 𝑑𝑎 represents
semantic distance of agent 𝑎 to every aspect in its identity set. And
𝛾𝑎 represents the level of elasticity or transcendence of the agent.
Agent 𝑎, with elasticity 𝛾𝑎 identifies with an aspect 𝑜 at distance
𝑑𝑎 (𝑜) with an attenuation factor of 𝛾𝑑𝑎 (𝑜)𝑎 .

Depending on the elastic identity of an agent, the utility it derives
is a combination of its own payoffs as well as scaled payoffs derived
by entities in its identity set. Let 𝜋𝑖 (𝑜) denote the payoff of aspect
𝑜 , then the utility 𝑢 of agent 𝑎 when the system is in state 𝑖 is
computed as follows:

𝑢𝑖 (𝑎) =
1∑

∀𝑜∈𝐼𝑎 𝛾
𝑑𝑎 (𝑜)
𝑎

∑︁
∀𝑜∈𝐼𝑎

𝛾
𝑑𝑎 (𝑜)
𝑎 𝜋𝑖 (𝑜) (1)

For every interaction, transcended agents account for the impact
(net utility) of their actions on themselves as well as on all the
entities in their identity set. They update their semantic distances
to each entity they identify with, based on the proportional utility
they derive from this association of identity. This helps transcended
agents behave more responsibly by choosing an action that leads
to collective good even in the presence of individually beneficial
actions. Algorithm 1 presents a pseudocode for using CT in any
multi-agent application, where agents face the dilemma of responsi-
bility between individually beneficial versus good for the collective
choices.
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Algorithm 1: Computational Transcendence Pseudocode
1 Take a system 𝑁 of 𝑛 agents
2 for agent 𝑎 ∈ 𝑁 do
3 Create identity set 𝐼𝑎
4 Set transcendence level, 𝛾𝑎 = 𝑡𝑙

5 for b in 𝐼𝑎 do
6 Set semantic distance 𝑑𝑎 (𝑏) = 𝑑

7 end
8 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜 𝑓 𝑓𝑎 = 0
9 end

10 while 𝑇𝑅𝑈𝐸 do
11 for agent 𝑎 ∈ 𝑁 do
12 for action 𝑘 ∈ 𝑎𝑐𝑡𝑖𝑜𝑛𝑆𝑒𝑡 do

13 𝑢 (𝑘) = Π𝑎𝑘
(𝑎)+∑𝑛∈𝐼𝑎 𝛾

𝑑𝑎 (𝑛)
𝑎 ∗Π𝑎𝑘

(𝑛)
1+∑𝑛∈𝑛𝑒𝑖𝑔 (𝑎) 𝛾

𝑑𝑎 (𝑛)
𝑎

14 end

15 softmax(𝑎𝑐𝑡𝑖𝑜𝑛𝑆𝑒𝑡𝑎) = exp(𝑢𝑎)∑
𝑘∈𝑎𝑐𝑡𝑖𝑜𝑛𝑆𝑒𝑡 exp(𝑢𝑘 )

16 probabilistically choose action 𝑎𝑇

17 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜 𝑓 𝑓𝑎+ = Π𝑎𝑇 (𝑎)
18 for aspect 𝑏 ∈ 𝐼𝑎 do
19 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜 𝑓 𝑓𝑏+ = Π𝑎𝑇 (𝑏)
20 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜 𝑓 𝑓𝑎+ = 𝛾

𝑑𝑎 (𝑏)
𝑎 ∗ Π𝑎𝑇 (𝑏)

21 end
22 end
23 updateDistances()

24 end
25 Function updateDistances():
26 for agent 𝑎 ∈ 𝑁 do
27 for aspect 𝑏 ∈ 𝐼𝑎 do
28 Δ𝑑𝑎 (𝑏) = 𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜𝑓 𝑓𝑎 (𝑏)

𝑡𝑜𝑡𝑎𝑙𝑝𝑎𝑦𝑜𝑓 𝑓𝑎

29 𝑑𝑎 (𝑏) = 𝑑𝑎 (𝑏) − 𝑙𝑟 ∗ Δ𝑑𝑎 (𝑏)
30 end
31 end
32 return
33 End Function

3 CT IN SUPPLY CHAIN MANAGEMENT
A supply chain can be modeled as a multi-agent network of agents
which pass orders from source to destination via intermediaries [3,
10, 18]. We have modeled a 1−tier supply chain with a single in-
termediary for each order. An order is of the form < 𝑠, 𝑖, 𝑑, 𝑡𝑠 >

where 𝑠 denotes the seller who ships order created at time-step 𝑡𝑠 to
buyer 𝑑 via intermediary 𝑖 . The dilemma of an intermediary agent
is to decide whether to wait for more orders or to forward existing
orders. If it forwards the current batch of orders, it incurs a high
shipping cost while the source agents get a utility depending on the
delay of their orders. If it waits to accumulate more orders, it incurs
a small book-keeping cost of storing all the orders while source
agents incur costs since their orders are delayed. Thus, while there
is no rational incentive for an intermediary to forward the orders,
the system works only if orders are forwarded intermittently.

(a) Average Delay per Order (b) Total Utility and Cost

Figure 1: Supply chain metrics of different intermediaries

Intermediate agents can use different strategies for decision mak-
ing. We have simulated three types of agents: Selfish agent forwards
only when its book-keeping cost is more than its shipping cost.
Virtue agent - Delay acts virtuously by minimizing the average
delay per order of all its existing orders. Transcended agent decides
based on its own cost, utility and impact of its action on the source
agent, as per Algorithm 1. Figure 1 presents the metrics like average
delay per order, total utility and cost for different types of agents.
We observe that as transcendence level 𝛾 increases, though the total
cost increases, total utility also increases and average delay per
order reduces leading to higher customer satisfaction. Varying 𝛾
generates a broad variety of responsible behaviour as compared to
selfish and virtuous agents. Also, 𝛾 can be adjusted based on the
priorities and requirements of the supply chain system.

4 CT IN TRAFFIC MANAGEMENT
Managing traffic in a network is more of an adaptation instead of an
optimization problem [11]. Traffic flows in a network can be made
smoother and efficient using adaptive traffic lights (ATLs) [12, 16].
These ATLs can be modeled as autonomous agents which optimize
flows. Depending on dynamic traffic flows, ATLs choose to turn
green for one of the incoming lanes at an intersection using a
variety of ways [19]. We modeled three types of ATLs as follows:
Maximum Waiting Time TL selects a lane on which vehicles have
the maximum waiting time, Maximum Queue Length TL selects a
lane which has the maximum queue length and Transcended TL
factors traffic being sent from all its neighbouring intersections and
periodically updates its distance to each of its neighbours depending
on the change in traffic flow. In this application, we measure metrics
like average waiting time and average speed of all the vehicles in
the network as a whole. Simulation results on a 4−intersection grid
over multiple runs, show promising results where the grid with
transcended TLs has lowest waiting time and highest average speed
as compared to the grid with other types of ATLs.

5 CONCLUSIONS
Computational transcendence framework is useful to design in-
trinsically responsible agents across a variety of applications. Also,
varying transcendence levels and semantic distances gives the abil-
ity to agents to adapt to dynamically changing scenarios. Tran-
scended agents are able to optimize flows (of orders, traffic etc.) at
the network level rather than individual agent level. We hope that
this work motivates and builds a case for designing responsible
autonomous agents using computational transcendence across a
diverse set of real-world applications.
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