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ABSTRACT
Content in collaborative systems, such as Online Social Networks,
is often co-owned by multiple users with different privacy expec-
tations, leading to possible multiuser privacy conflicts. In order to
address these conflicts, we argue that users should be supported by
trustworthy agents that adhere to the following criteria: (i) conceal-
ment of privacy preferences, such that only necessary information
is shared with others; (ii) equity of treatment, such that different
kinds of users are supported equally; (iii) collaboration of users,
such that a group of users can support each other in agreement
and (iv) explainability of actions, such that users know why certain
information about them was shared to reach a decision.
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1 INTRODUCTION
Privacy is the right of individuals to keep personal information to
themselves [22]. Recent research onmanaging privacy online shows
promising results on how agents can help with privacy, such as on
detecting privacy violations [10], recommending sharing behav-
ior [8, 18], and learning privacy preferences [11, 21]. An interesting
problem of privacy arises in collaborative systems, such as Online
Social Networks, where the content being shared is generally co-
owned, such that the content does not belong to a single individual
(e.g., medical information), but pertains to multiple people (e.g., a
group photo or co-edited document [7]). These co-owners of the
content can and do have conflicting desires about the usage of the
content, leading to what is termed asmultiuser privacy conflicts
(MPCs) [16, 20].

Various decision-making techniques, such as auctions, negotia-
tion, and argumentation have been employed to build systems to
resolve MPCs. Simply put, each user that participates in these sys-
tems is represented by a privacy agent that knows its user’s privacy
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requirements and acts on behalf of its user. For auction-based sys-
tems, this means bidding on its user’s behalf or for argumentation-
based systems, this would correspond generating arguments on
behalf of its user. Through participation in this system, the agents
decide if and how to share co-owned content by resolving conflicts.
Experimental evaluations on these systems yield good performance
results. However, it is also known that users have concerns when
it comes to using software tools for managing various elements of
their privacy [9, 19]. Many existing studies of collaborative systems
indicate the importance of trust in making systems usable by indi-
viduals [3, 12]. We argue that to realize trust, the privacy agent of
a user should satisfy the following properties:
Concealment: The privacy agent will know the privacy constraints
of the user, either through elicitation or learning over time. When
the agent is interacting with others to resolve conflicts, it should
reveal as little as possible about these privacy constraints, since the
privacy constraints themselves are private information. Therefore,
users would know that their privacy is safe with the agent [1, 12].
Equity: Different users have different privacy stances, in terms
of their motivation and knowledge. While some users would fight
not to share a piece of content, others will be indifferent. Contrary
to some of the existing work in AI that favors users with certain
properties [13, 17], we do not want any user to be left behind. Ideally,
the privacy agent should take the privacy stance of the user into
account and be able to help different types of users as equally as
possible; thereby creating equity [22, 24].
Collaboration: It is possible that a number of agents that partici-
pate in the same conflict resolution have similar privacy concerns
or complementary information to support a particular privacy de-
cision [23]. Their agents should be able to collaborate in groups.
Explainability: It is well-studied that often users do not trust
privacy tools because of misconceptions [19]. One solution for this
is to make the tools explicit to users. But, more importantly, if the
agent itself can provide explanations as to why it has taken certain
actions, then its user can understand and even configure the agent
better for future interactions [6, 14].

Accordingly, this paper proposes a new Privacy Agent for Con-
tent Concealment in Argumentation to Reinforce Trust (PACCART).
PACCART can conceal its user’s privacy requirements at different
levels, while still resolving conflicts. By adapting to different pri-
vacy understandings of users, PACCART will provide equitable
treatment. At the same time, PACCART will enable agents to work
together towards a shared desired outcome. Finally, it will help
its user understand the actions it is taking. PACCART is openly
available at: https://github.com/PACCART/PACCARTpaper.
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2 MODEL
The PACCART agent consists of a base component, which allows
it to communicate through a dialogical argumentation framework.
Four additional components are introduced on top of the workings
of the base component.

We formalize PACCART’s concealment component by providing
it the ability to adopt a privacy behavior, consisting of a combina-
tion of three concealing aspects: scope, division and dedication.
Scope: Agents can often choose between many useful arguments.
The amount of useful arguments that an agent considers at any
point is called its scope. Agents with an unlimited scope reveal
all available useful arguments at once. With its adjustable scope,
PACCART is able to carefully select a smaller set of arguments, and
therefore locally gains control over the amount of revealed content.
Division: Not all information is equally important. Agents with
unordered knowledge bases have no control over which arguments
to prioritize over others. Therefore, we propose an ordered subdi-
vided knowledge base (OSKB), which entails splitting the knowl-
edge base into ordered subgroups (or set-families [2]) of different
groups of conceal-worthy content. With the introduced OSKB, PAC-
CART can order its content based on its concealment preferences
and prioritize which information to withhold.
Dedication: Agents can be conservative with their content by only
providing arguments from their least important set of arguments in
their OSKB. However, these initial arguments might not be enough
to win a dispute. PACCART is able to adjust its level of dedication
to reveal more ordered content in order to try to win more disputes.
When all initial arguments have been used, the agent has the option
to either withhold the rest of its content and forfeit the dispute or
to start revealing more important arguments and therefore make
further privacy concessions. This gives agents the ability to weigh
their decision to further dedicate to the argumentation. The more
dedicated the agent is, the more OSKB content it reveals.

To deliver on the Equity aspect, we want PACCART agent to
be able to help different types of users. On user’s privacy stances,
we follow Dupree et al. [5], who determine a categorization based
on stances regarding privacy along two dimensions. We define a
user 𝑢 with knowledge 𝑘 ∈ {𝑙𝑜𝑤,𝑚𝑒𝑑𝑖𝑢𝑚,ℎ𝑖𝑔ℎ} and motivation
𝑚 ∈ {𝑙𝑜𝑤,𝑚𝑒𝑑𝑖𝑢𝑚,ℎ𝑖𝑔ℎ}. The degree of knowledge indicates the
amount of awareness a user has about their privacy and the degree
of general knowledge on privacy matters. The degree of motivation
indicates the effort a user expends to protect their privacy and the
degree of willingness to act on privacy matters. Each user falls in
one of five categories, also known as privacy types.

In order for PACCART to be an equitable agent, it should assist
users of all privacy types, so all users benefit equally from their
agent. To achieve this, we introduce personalized agents for each
of the five privacy types, by mapping the three concealment aspects
accordingly to the degrees of k andm. Indifferent agents are agents
that are not personalized and thus have an unfocused scope and
make no distinction between the importance of content in their KB.

We introduce a Collaboration component to support both sides
of the dispute to be represented by multiple agents. This component
allows for multiple PACCART agents to cooperate on a common
goal of defending/attacking a privacy related subject. This means

that agents can add content from their own OSKB to the dispute
when other agents in their team fail to do so.

Finally, we introduce an Explainability component to give users
insights to the working of their agent. The semantic nature of
PACCART allows us to produce both textual and visual output.
PACCART can provide textual output by considering outcomes
and providing feedback to the user. Based on this, it is able to give
different kinds of feedback, with a range of detail. It can notify
users with a summary or give detailed advice on possible actions to
be taken to improve its performance. Furthermore, PACCART can
provide visual output by showing its user images of the Structured
Argumentation Framework [15] of final disputes. This gives users a
visual overview of (counter)arguments and possible weak points in
their content. This component allows users of PACCART to better
understand its inner workings and performance.

3 MAIN RESULTS
We have conducted experiments to evaluate the performance of
PACCART on concealment and equity. The PACCART agent imple-
mentation and experimental setup are made open source. Due to
the limited availablity of datasets of argumentation, we developed a
system that generates datasets of disputes according to four param-
eters. By tuning these parameters, we are able to generate dispute
datasets of various shapes and sizes, which makes for exhaustive
possibilities for testing the performance of PACCART.

Based on the simulations that we have ran we observe that PAC-
CART’s concealment component allows users to keep information
private, while also giving them the choice of a trade-off between
winning disputes and further protection of information. A smaller
scope strictly increases both concealment and win rate of the agent.
However, when the agent deploys a more exhaustive OSKB division
and a lower dispute dedication, it positively impacts its concealment
and negatively impacts its win rate.

Furthermore, we observe that PACCART’s equity component
allows for a well-matched personalization for users of all privacy
stances. Personalized PACCART agents overall perform well and
a consistent trade-off between win rate and concealment shows
that no user type is disadvantaged. Finally, personalized agents
outperform indifferent (non-personalized) agents consistently on
both concealment and win rate, affirming that personalizing the
agent is beneficial to all users.

4 CONCLUSION
We introduced PACCART, which helps users preserve their privacy
by enabling automated privacy argumentation. PACCART aims to
induce trust by increasing content concealment, providing equitable
personalizations, enabling multiagent team-based collaboration and
explaining its actions through feedback. The agent is designed to be
general and is made publicly available as an open-source program
together with the dispute dataset generation system, so that they
can be used for research as well as in practical applications. The
complete details regarding PACCART’s implementation, evaluation
through comparison with relevant related works and a user study
showcasing the effect of perceived trust of PACCART are presented
in [4].
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