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ABSTRACT
Task allocation in heterogeneous teams often requires reasoning
about multi-dimensional agent traits (i.e., capabilities) and the de-
mands placed on them. However, existing methods tend to ignore
the fact that not all traits equally contribute to a task. We propose
an algorithm to infer implicit task-specific trait preferences in ex-
pert demonstrations. We leverage the insight that the consistency
with which an expert allocates a trait to a task across demonstra-
tions reflects the trait’s importance to that task. Further, inspired by
findings in psychology, we leverage the fact that a trait’s inherent
diversity among the agents controls the extent to which consis-
tency informs preference. Through detailed numerical simulations
and the FIFA 20 soccer dataset, we demonstrate that we can infer
implicit trait preferences, and accounting for them leads to more
computationally efficient and effective task allocation.
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1 INTRODUCTION
Heterogeneousmulti-agent systems are effective in solving complex
problems in a wide variety of domains. To effectively coordinate
such heterogeneous teams, researchers have developed a variety
of task allocation frameworks [2], ranging from market-based ap-
proaches that auction tasks to agents based on their utilities [1],
to the recent advances in trait-based approaches that satisfy task
requirements specified in terms of agent capabilities [6, 8].

However, existing task allocation approaches often consider all
capabilities to be equally beneficial to a task, ignoring any under-
lying preferences [6, 8]. Ignorance of such differences can lead
to sub-optimal task allocations that attempt to satisfy irrelevant
requirements, placing a burden on the team’s limited resources.

In this work, we model and infer task-specific preferences over
traits in contexts requiring the satisfaction of multi-dimensional re-
quirements. We argue and demonstrate that inferring and explicitly
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Figure 1: We infer implicit trait preferences in expert demonstra-
tions to enable preferential task allocation.

accounting for such preferences will lead to more effective allo-
cations, especially when capabilities are limited and task success
requires surpassing minimum requirements.

We leverage two key ideas, both informed by psychology, to
infer implicit trait preferences from expert demonstrations: i) the
more important a trait, the most consistently it will be allocated by
the expert, and ii) the abundance and diversity of a given capability
in the dataset limit the extent of such consistency.

We evaluated our approach using extensive numerical simu-
lations and a publicly-available soccer dataset (FIFA 2020) and
compared its performance against that of a baseline that treats all
traits equally. Our results conclusively demonstrate that inferring
and accounting for trait preferences i) improves computational ef-
ficiency and allocation quality and ii) can significantly improve
computational efficiency by eliminating irrelevant traits. Please
see [5] for a full paper version of this extended abstract.

2 PROBLEM FORMULATION
Let us consider a heterogeneous team composed of 𝑆 species (i.e.,
types of agents) with 𝑁𝑠 agents in the 𝑠𝑡ℎ species. This heteroge-
neous team is required to perform𝑀 concurrent tasks denoted by
𝑇 = {𝑇1, . . . ,𝑇𝑀 }. See [5] for more details.

Let D = {𝑋 (𝑖 ) , 𝑄 (𝑖 ) }𝑁
𝑖=1 denote a set of demonstrations, where

𝑋 (𝑖 ) ∈ Z𝑀×𝑆
≥0 and 𝑄 (𝑖 ) ∈ R𝑆×𝑈≥0 denote the task assignment and

the team’s capability matrices, respectively, associated with the
𝑖th demonstration. We assume that the expert performed these
allocations by minimizing the following weighted cost function

𝑋 (𝑖 ) = argmin
𝑋

| |𝑌 ∗ − 𝑋𝑄𝑖 | |𝑊 ∗ ,∀𝑖 = 1, · · · , 𝑁 (1)
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where 𝑌 ∗ and𝑊 ∗ ∈ R𝑀×𝑈
≥0 are unknown ground-truth trait re-

quirements and the associated trait preferences of the expert.
Problem Statement: Given demonstrations D, infer implicit trait
requirements 𝑌 ∗ and the associated trait preferences �̂� .

3 INFERRING TRAIT PREFERENCES
We extract implicit trait preferences in demonstrations and use
them in task allocation. We first compute two key quantities:

Observed Variation (𝐶𝑉𝑜𝑏𝑠 ) is computed as the variation of
each aggregated trait across the demonstrations for each task:
𝐶𝑉𝑜𝑏𝑠 = 𝜎 (𝑌D )/𝑌D , where 𝑌D ∈ R𝑁×𝑀×𝑈 is the collection of all
aggregated trait matrices in the demonstrations, 𝜎 (𝑌D ) is the stan-
dard deviation of 𝑌D , and 𝑌D is the mean of 𝑌D , both computed
across demonstrations. As such, observed variation captures how
consistently a trait is allocated to a particular task. Our insight here
is that the importance of a trait to a task is inversely proportional
to its variability in the demonstrations.

Inherent Diversity (𝐶𝑉𝑑𝑖𝑣 ) is computed as a function of the di-
versity of each trait in the demonstrationsD:𝐶𝑉𝑑𝑖𝑣 = 𝜎 (𝑄D )/𝑄D ,
where 𝑄D ∈ R𝑁×𝑆×𝑈 is the collection of all species-trait matrices
in the demonstrations, 𝜎 (𝑄D ) is the standard deviation of𝑄D , and
𝑄D is the mean of 𝑄D . Our definition is inspired by the fact that
the more diverse a dataset, the more informative it is. For instance,
if all agents in the dataset possess near-identical speed, we cannot
rely solely on the inevitable low observed variation in speed and
conclude that it is highly preferred. Studies in psychology support
this intuition by demonstrating that consistent selection and human
preference are related [7] and that children learn preferences better
with more diverse examples [3].

We finally compute the preference over traits by combining
Observed Variation and Inherent Diversity:

�̂� =
𝐶𝑉𝑑𝑖𝑣

𝜏
𝑐𝑜𝑠 (𝛼𝐶𝑉𝑜𝑏𝑠 + 𝛽) + c (2)

where 𝛼 , 𝛽 , 𝜏 and 𝑐 are constants that control the mixing. Note that
the above definition ensures that the lower values of the observed
variation are generally associated with higher preferences and that
lower values of inherent diversity increase the influence of observed
variation. As such, low (high) inherent diversity results in small
(large) influences of the observed variance on inferred preferences.

Once inferred, we incorporate the trait preferences into task
allocation. Specifically, we compute the allocation𝑋 that minimizes
the weighted objective ∥𝑌 ∗ − 𝑋𝑄 ∥

�̂�
, where 𝑌 ∗ is the average trait

requirement matrix over all demonstrations, and 𝑄 denotes the
team capability matrix. Refer to [5] for a more detailed description.

4 EXPERIMENTAL EVALUATION
We evaluated the efficacy and need for our approach using the
following experiments. See [5] for a comprehensive description.

4.1 Numerical Simulations
We first evaluated our approach using numerical simulations involv-
ing three tasks, three traits, and four classes of unknown ground-
truth trait preference, each containing 1000 demonstrations. No-
tably, our approach was able to infer the correct order of importance
among traits for all tasks across all cases.

Figure 2: Inferring trait preferences significantly reduces dimen-
sionality without sacrificing allocation quality.

We then compared our approach against two baselines (one ig-
nores preference, and another ignores inherent diversity) in terms
of allocation quality as measured by trait mismatch. We observed
that our method results in statistically significantly lower trait mis-
match than the baselines across all four classes of trait preferences.

4.2 Soccer Dataset
We also evaluated our approach on a soccer dataset, based on the
FIFA 2020 game [4] involving 3600 players and 37 traits.We consider
the four playing positions (forward, midfield, defense, and goal-
keeper) as tasks and the players as agents. The allocation problem
thus involves assigning positions to players. We ran experiments
with 5-fold cross-validation with 40 teams.

Our results indicate that inferring and accounting for traits leads
to a statistically significant increase in allocation success compared
to the baseline that ignores preferences and considers all 34 traits
equally. Note that, unlike the numerical simulations, we do not
have access to the ground-truth preferences. Thus, we consider an
allocation successful if a given player to allocated to their ground-
truth playing position.

We also observed that our approach only requires 12 traits to
match the performance of the baseline method that employs all 34
traits and is around 208% faster (see Fig. 2). Further, compromising
on less than 5% of baseline accuracy can result in our method being
4X faster than the time taken by the baseline.

5 CONCLUSION
We demonstrated that we could successfully infer implicit prefer-
ences over traits from expert demonstrations based on how consis-
tently traits appear in allocations and their diversity among agents.
Our experiments reveal that inferring preferences and utilizing
them in task allocation can improve allocation quality and compu-
tational efficiency.
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