
Hierarchical Reinforcement Learning With Attention Reward
Extended abstract

Sihong Luo
State Key Laboratory of Networking
and Switching Technology, Beijing

University of Posts and
Telecommunications

Beijing, China
arphara@bupt.edu.cn

Jinghao Chen
State Key Laboratory of Networking
and Switching Technology, Beijing

University of Posts and
Telecommunications

Beijing, China
chenjh@bupt.edu.cn

Zheng Hu∗
State Key Laboratory of Networking
and Switching Technology, Beijing

University of Posts and
Telecommunications

Beijing, China
huzheng@bupt.edu.cn

Chunhong Zhang
State Key Laboratory of Networking
and Switching Technology, Beijing

University of Posts and
Telecommunications

Beijing, China
zhangch@bupt.edu.cn

Benhui Zhuang
State Key Laboratory of Networking
and Switching Technology, Beijing

University of Posts and
Telecommunications

Beijing, China
zhuangbenhui@bupt.edu.cn

ABSTRACT
Hierarchical Reinforcement Learning (HRL) is a promising ap-
proach for complex tasks with greater sample efficiency because it
can break a task into sets of short subtasks and provide a denser
subgoal-related intrinsic reward, making credit assignments less
challenging. However, none of the conventional subgoal-related
intrinsic rewards utilize task-specified knowledge, which limits the
sample efficiency of these HRL methods. We propose Hierarchical
Reinforcement Learning with Attention Reward (HiAR) that mo-
tivates agents to focus on the part of the environment controlled
by their actions. We introduce a measure of the control over each
dimension in the state space and discuss how we integrated it into
the HRL method to improve the sample efficiency.
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1 INTRODUCTION
Hierarchical reinforcement learning (HRL) plays an important role
in solving complex tasks by breaking a difficult task into simple sub-
tasks. As one of the successful HRL paradigms, subgoal-based HRL
provides low-level agents a subgoal in the state space, which is the
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action of the high-level agent. Although these approaches are capa-
ble of learning demanding tasks with significant efficiency, training
hierarchical agents still requires countless amounts of interaction,
making sample efficiency a vital concern in HRL.Conventional
subgoal-based HRL approaches generally evaluate the intrinsic re-
ward based on the distance between states and subgoals [4, 5, 8, 10].
However, none of them consider task-specified knowledge in their
intrinsic reward, which limits their sample efficiency.

In this paper, we propose a novel HRL method called Hierar-
chical reinforcement learning with Attention Reward (HiAR) to
tackle this problem. The idea of attention reward originates from
the notion of contingency awareness [1, 2, 9], the recognition that
some aspects of the state can be affected by one’s action. Since
contingency awareness plays an important role in intelligence de-
velopment, we believe the knowledge that concerns which part of
the environment is affected by the action are vital for agent learn-
ing, and thus requires particular attention. Our attention reward
follows this intuition, which aims to motivate agents to focus on
the difference of states relevant to their control. We describe how
we evaluate the attention reward based on task-relevant knowledge
and integrate it into HRL to improve sample efficiency.

2 HIERARCHICAL REINFORCEMENT
LEARNINGWITH ATTENTION REWARD

In this section, we introduce three key elements in HiAR: the inverse
dynamics model, attention reward and hindsight experience replay.

2.1 Inverse dynamics model
To distinguish how much a dimension in state space is affected by
the action, we design an inverse dynamic model denoted𝑀 trained
along with the low-level agent. The input of the model is states and
subgoals in two continuous steps: 𝑠𝑡 , 𝑠𝑡+1 and 𝑔𝑡 , 𝑔𝑡+1. The output
of the model is the predicted action between the two steps 𝑎𝑡 . Each
step the lower level agent stores a transition (𝑠𝑡 , 𝑠𝑡+1, 𝑎𝑡 , 𝑔𝑡 , 𝑔𝑡+1, 𝑟

𝑙
𝑡 )

for off-policy training, both the input of the inverse dynamic model
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and the ground-truth action is the action 𝑎𝑡 stored in the transition,
so we can the inverse dynamics model along with the low-level
agent. The inverse dynamics model can be self-supervised and
optimized with the mean squared error loss without extra data or
supervision labels.

2.2 Attention Reward
We use the predicted action 𝑎𝑡 to generate contingent weight which
represents how much each dimension is affected by the action.
We adapt the representation erasure method [6] to analyze the
contingent weight based on the predict action ˆ𝑎𝑡,⌝𝑘 :

ˆ𝑎𝑡,⌝𝑘 = 𝑀 (𝑠𝑡,⌝𝑘 , 𝑠𝑡+1,⌝𝑘 , 𝑔𝑡,⌝𝑘 , 𝑔𝑡+1,⌝𝑘 ) (1)

Where 𝑠𝑡,⌝𝑘 is the input vector with 𝑘-th element erased, that is, set
to zero. By successively erasing each dimension in input vectors,
we can perform error analysis on these predicted actions. Compar-
ing the predicted action before and after a dimension gets erased,
we evaluate how important a dimension is when predicting the
primitive action 𝑎𝑡 . For each predicted action ˆ𝑎𝑡,⌝𝑘 , we calculate its
likelihood to the ground-truth action 𝑎𝑡 . The likelihood 𝐿 is defined
as follows:

𝐿(𝑎𝑡 , 𝑎𝑡 ) = −∥𝑎𝑡 − 𝑎𝑡 ∥2 (2)

The importance of dimension 𝑘 denoted by 𝐼𝑡 (𝑘) is evaluated based
on the difference between 𝐿(𝑎𝑡 , 𝑎𝑡 ) and 𝐿(𝑎𝑡,⌝𝑘 , 𝑎):

𝐼𝑡 (𝑘) =
𝐿(𝑎𝑡 , 𝑎𝑡 ) − 𝐿(𝑎𝑡,⌝𝑘 , 𝑎𝑡 )

𝐿(𝑎𝑡 , 𝑎𝑡 )
(3)

Now we have the importance of all dimensions, they will be con-
verted into contingent weight𝑊𝑡 using softmax operator:𝑊𝑡 =

𝑠𝑜 𝑓 𝑡𝑚𝑎𝑥 (𝐼𝑡 ). In HiAR, the low-level agent is rewarded for getting
close to the subgoal with a dense intrinsic reward 𝑟𝑖,𝑡 = −∥𝑠𝑡 +𝑔𝑡 −
𝑠𝑡+1∥2. To motivate our agent to pay more attention to the dimen-
sions affected by its actions, we generate an attention reward for
the low-level agent based on the contingent weight. The attention
reward 𝑟𝑎,𝑡 for the low-level agent is defined as:

𝑟𝑎,𝑡 = −∥𝑠𝑡 + 𝑔𝑡 − 𝑠𝑡+1∥ ·𝑊𝑡 (4)

We adjust the ratio between intrinsic reward and attention reward
with 𝛽1, 𝛽2, resulting in the shaped reward 𝑟 𝑙𝑡 for the low-level agent:
𝑟 𝑙𝑡 = 𝛽1 · 𝑟𝑖,𝑡 + 𝛽2 · 𝑟𝑎,𝑡 . We suggest setting 𝛽1 to 2 and 𝛽2 to 1, which
generally achieves good performances.

2.3 Hindsight experience replay
To improve the performance of HiAR in sparse reward environ-
ments, we perform hindsight action transition [5] for our high-level
agent. However, our subgoal is the relative distance between the
current state and desired state, and our reward is not binary, so we
set the hindsight action 𝑎 = 𝑠𝑡+𝑐 − 𝑠𝑡 for the higher level agent, 𝑐
denotes the frequency for the high-level agent to take action.

Considering the sparse reward challenge, we also replace the
goal of the high-level agent with the state reached at the end of the
subgoal to get an extrinsic reward different from -1, pretending the
overall goal has been achieved. So, the hindsight transition of our
high-level agent is:

(𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+𝑐 , 𝑔𝑡 , 𝑟𝑡 ) ⇒ (𝑠𝑡 , 𝑎𝑡 , 𝑠𝑡+𝑐 , 𝑔𝑡 := 𝑠𝑡+𝑐 , 𝑟𝑡 ) (5)

Here, 𝑟𝑡 is the received extrinsic reward which supposed the overall
goal is 𝑠𝑡+𝑐 and has been reached. For each 𝑐 step, we add this extra
transition to the replay buffer of the high-level agent.

3 EXPERIMENT
We evaluate HiAR in UR5 Reacher, Pendulum tasks in MuJoCo [3].

3.1 Contingent weight visualization
We visualize the contingent weight on each time step during a
specified subtask in UR5 Reacher. The action is the force applied on
each joint. We let a well-trained agent reach a specified subgoal, the
initial state is manually set to make the subgoals reachable by ro-
tating a single joint. The heatmaps of contingent weight are shown
in Figure1, where the rotated joint always receives the highest con-
tingent weight when the agent controls it to finish the subtask,
confirming our contingent weight is interpretable.

Figure 1: The heatmap of contingent weight on the angular
velocity of each joint in two subtasks of UR5 Reacher

3.2 Comparative Analysis
In this section, we test our HiAR against HAC [5] and HIRO [8] in
the Pendulum, UR5 Reacher environments, all HRL algorithms are
implemented in two-level hierarchy with DDPG [7] and using the
same hyper-parameters. the result is shown in Figure2. In both tasks,

Figure 2: Performance of HiAR and baseline HRL methods

the sample efficiency of HiAR significantly outperforms baseline
HRL methods.
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