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ABSTRACT
Many potential applications of reinforcement learning involve com-
plex, structured environments. Some of these problems can be ana-
lyzed as factored MDPs, where the dynamics are decomposed into
locally independent state transitions and the reward is rewritten
as the sum of local rewards. However, in some scenarios, these
rewards may represent conflicting objectives, so that the problem is
better interpreted as a multi-objective one, with a weight associated
to each reward. To deal with such multi-objective factored MDPs,
we propose a method which combines the use of graph neural net-
works, to process structured representations, and vector-valued
Q-learning. We show that our approach empirically outperforms
methods that directly learn from the scalarized reward and demon-
strate its ability to generalize to different weights and number of
entities.
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1 INTRODUCTION
Most research in reinforcement learning (RL) focuses on end-to-end
learning, where the agent starts out with no prior on the task. How-
ever, for complex problems, we often have information about the
structure of the environment at our disposal. This information can
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be used to inject priors into the learning process. Before the advent
of deep RL, researchers tackled large Markov decision processes
(MDP) by decomposing the states and rewards into locally condi-
tioned elements to obtain factored MDPs (FMDP) [3]. Even though
in recent times function approximation by deep neural networks
has alleviated these issues, accounting for the structure of the state
space still helps solving complex environments, for example using
relational learning via graph neural networks (GNN) [2, 11, 12].

In FMDPs, rewards typically have an additive structure: they
represent the sum of locally-scoped rewards. However, some tasks
are better described as striking a compromise between several
possibly contradicting objectives. Multi-objective RL (MORL) treats
such problems where multiple reward functions are used, each
associated with a different objective [9]. The overall goal is given
by a utility function that depends on these rewards and on their
associated weights, which reflect their level of priority. This setting
allows easier definitions of the desired compromises between the
competing objectives; it also makes it possible to train an agent
that adapts to utility functions that may change over time, e.g.
when using a linear scalarization whose weights are not constant.
Many promising applications of RL benefit from a multi-objective
specification, like self-driving cars [5].

In this paper, we study the case where the problem combines
a structured environment with a multi-objective specification. Al-
though significant work has been carried out for FMDPs and MORL,
to our knowledge their intersection has not received scrutiny yet.
To do so, we propose a multi-objective version of DQN [6] that
can be applied to multi-objective factored MDPs by making use of
recent advances in graph neural networks proposed in [4]. We com-
pare our method, factored multi-objective DQN (FMODQN), to the
single-objective algorithm from [4] on two novel benchmarks and
show that it outperforms this baseline, can generalize to different
reward weight vectors and number of entities, and is able to deal
with hundreds of objectives.
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2 ALGORITHM
In FMDPs [3, 8], a state 𝑠 ∈ S is reinterpreted as a set of 𝑛 state vari-
ables (𝑠1, 𝑠2, ..., 𝑠𝑛). From there, for a given scope 𝑍 ⊆ {1, ..., 𝑛}, we
can define a scoped variable 𝑠 [𝑍 ] = (𝑠𝑖 )𝑖∈𝑍 as a subset of the state
variables. Given 𝑛 scopes 𝑍1, ..., 𝑍𝑛 , the transition probability func-
tion can then be factored into 𝑛 locally-scoped transition functions
in the form 𝑃 (𝑠′ | 𝑠, 𝑎) =

∏𝑛
𝑖=1 𝑃𝑖 (𝑠′ [𝑖] | 𝑠 [𝑍𝑖 ], 𝑎). The transition

dependencies between state variables can be represented with a
directed graph where each node stands for a state variable and an
edge going from node 𝑖 to node 𝑗 indicates dependency of 𝑠 𝑗 on 𝑠𝑖 ,
i.e. 𝑖 ∈ 𝑍 𝑗 . Similarly, the reward function can be factored over𝑚
scopes 𝑍𝑟

1 , ..., 𝑍
𝑟
𝑚 , for example as a sum 𝑅(𝑠, 𝑎) = ∑𝑚

𝑖=1 𝑅𝑖 (𝑠 [𝑍𝑟
𝑖
], 𝑎).

However, in many cases each local reward can be interpreted
as a different objective. To account for this, we modify the FMDP
formalism by altering the agent’s objective to maximize the scalar-
ization of expected returns over a vector of locally-scoped rewards
R(𝑠𝑡 , 𝑎𝑡 ) = (𝑅(𝑠𝑡 [𝑍𝑟

𝑖
], 𝑎𝑡 ))1≤𝑖≤𝑚 . We restrict ourselves to linear

scalarizations with weights𝑤𝑖 ; therefore, we express the agent’s ob-
jective as max𝜋∈Π

∑𝑚
𝑖=1𝑤𝑖 E𝜋,𝑇 [

∑∞
𝑡=0 𝛾

𝑡𝑅(𝑆𝑡 [𝑍𝑟
𝑖
], 𝐴𝑡 )]. The gen-

eral approach in multi-objective value-based methods is to train
a Q-value estimator that returns a matrix Q(𝑠, ·,w) ∈ R |A |×𝑚

from which we can then retrieve the scalarized action-state value
𝑄 (𝑠, 𝑎,w) = Q(𝑠, 𝑎,w)⊤ ·w. The policy is derived by choosing the
action that maximizes this scalarized Q-value [1, 10].

In contrast to otherMORLmethods, our focus is on combinatorial
generalization, that is, on environments where the number of state
variables, actions, and local rewards may vary between episodes: as
a consequence, we only consider cases where the local transitions
and rewards are defined the same for all scopes, with one action
and one reward per state variable. The method most closely related
to ours in the literature is SR-DRL [4], a single-objective algorithm
which combines a message-passing GNN and an auto-regressive
policy into a neural network trained with A2C [7] that is applicable
to FMDPs with variable state and action spaces. We adapt the GNN
architecture from [4] so that each input node represents one state
variable and the weight of its associated reward, and each updated
output node represents the Q-value associated with this reward.
Using this scheme, we can condition the network on the current
reward weights and stay invariant to the number of state variables
and rewards/weights. Since there is one action per state variable,
we augment each input node with an action embedding with value
1 if the action corresponding to this state variable is chosen, 0
otherwise. For a given action 𝑎, this augmented graph𝐺𝑎 is passed
through the GNN to obtainQ(𝑠, 𝑎,w). This operation is applied over
𝑛 augmented graphs, one for each action, to computeQ(𝑠, ·,w). The
processing can be parallelized by batching the augmented graphs.
We call this version of our algorithm Batch-FMODQN.

Unfortunately Batch-FMODQN’s time complexity is quadratic
in the number of nodes. However, this can be improved depend-
ing on the graph topology. In particular, in some environments
the state variables may be entirely independent from each other
(i.e. there are no edges in the graph). In this case, assuming we
have one action 𝑎𝑖 and one reward 𝑟𝑖 per state variable 𝑠 [𝑖], we
can process each entity separately by applying a position-wise
MLP to the list of state variables. This MLP has two outputs for
each state variable 𝑠 [𝑖]: the action-state value relative to reward 𝑟𝑖

N Baseline SR-DRL Batch-FMODQN

10 49.71 ± 0.61 54.33 ± 0.65 58.64 ± 0.58
20 33.55 ± 0.37 38.95 ± 0.41 42.82 ± 0.40
40 25.12 ± 0.21 30.04 ± 0.22 33.55 ± 0.25
80 20.58 ± 0.13 23.65 ± 0.13 27.02 ± 0.41
160 18.42 ± 0.08 19.94 ± 0.08 22.14 ± 0.27

(a) SysAdmin

N Baseline SR-DRL Split-FMODQN

10 -4.85 ± 0.04 -3.52 ± 0.03 -0.43 ± 0.01
20 -6.64 ± 0.03 -6.32 ± 0.03 -3.23 ± 0.02
40 -7.76 ± 0.02 -7.68 ± 0.02 -5.58 ± 0.02
80 -8.37 ± 0.01 -8.37 ± 0.01 -7.17 ± 0.01
160 -8.71 ± 0.01 -8.72 ± 0.01 -8.07 ± 0.01

(b) Spinning Plates

Table 1: Results of evaluation over 1000 runs in the dynamic
weights setting for different problem sizes 𝑁 . Score is the
average cumulative reward with 95% confidence interval.

that corresponds to choosing the associated action 𝑄𝑖 (𝑠 [𝑖], 𝑎𝑖 ,𝑤𝑖 ),
and the same action-state value corresponding to any other ac-
tion 𝑄𝑖 (𝑠 [𝑖], 𝐴 ≠ 𝑎𝑖 ,𝑤𝑖 ). We can then recover the scalarized Q-
value of each action via the weighted sum of the local Q-values:
𝑄 (𝑠, 𝑎𝑖 ,w) = 𝑤𝑖𝑄𝑖 (𝑠 [𝑖], 𝑎𝑖 ,𝑤𝑖 ) +

∑
𝑗≠𝑖 𝑤 𝑗𝑄 𝑗 (𝑠 [ 𝑗], 𝐴 ≠ 𝑎𝑖 ,𝑤 𝑗 ). This

way we do not have to directly compute the whole Q-matrix since it
would bemostly redundant; instead, the time complexity of the algo-
rithm is𝑂 (𝑛). We call this variant of our algorithm Split-FMODQN.

3 EXPERIMENTS
To validate our framework, we test it on two environments: we
apply Batch-FMODQN to a multi-objective version of SysAdmin
[3], and Split-FMODQN to Spinning Plates, a similar custom en-
vironment where all state variables are independent. We compare
our approach to SR-DRL, using the same set of hyperparameters as
in [4]; our only modification to their algorithm is the presence of
the reward weights in the node attributes, so that the network can
condition on them. Batch-FMODQN uses the same GNN architec-
ture as SR-DRL while the network for Split-FMODQN consists of a
single MLP with 5 hidden layers of size 32.. The baseline policy for
SysAdmin selects the offline computer with highest reward weight
to reboot; the baseline for Spinning Plates is a random policy. We
test our approach in the dynamic weights setting: a new reward
weight vector is generated at the beginning of each episode, both
in training and evaluation. The agents are trained with problems
of size 𝑁 = 10 and evaluated on other problem sizes. Our results,
presented in table 1, demonstrate our algorithms’ improved ability
to adapt to different reward weights and different problem sizes
compared to SR-DRL on these tasks. We also trained our algorithms
with fixed weights and 𝑁 = 10/20/40, evaluated on problems of the
same size 𝑁 , and found little difference in performance compared to
variable weights and size; this highlights FMODQN’s generalization
capabilities. Overall, our experiments confirm the efficiency of our
approach on this specific type of problems.
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