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ABSTRACT
Embodied AI agents operating in dynamic environments often need
to predict object locations to make informed decisions. We propose
a method for doing this via link prediction on partially observ-
able dynamic graphs. We represent the agent’s accumulated set
of observations in a data structure called a Scene Graph Memory
(SGM), combine this data structure with a neural net architecture
we call Node Edge Predictor (NEP), and show that it can be trained
to predict the locations of objects in a variety of environments with
diverse object movement dynamics. To evaluate our method, we
implement the Dynamic Household Simulator, a novel benchmark
which enables sampling of diverse dynamic scene graphs that fol-
low the semantic patterns typically seen at peoples’ homes. We
demonstrate that our method outperforms baselines both in terms
of quickly adapting to the dynamics of a new scene and in terms of
its overall accuracy.
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1 INTRODUCTION
The use of relational object-centric representations, such as scene
graphs [3, 6, 8, 14], has gained momentum in addressing the active
research question of how to represent the state of a large environ-
ment to enable agents to make better decisions in AI and robotics.
Scene graphs are efficient at representing object and relational
information and scale well to large natural scenes, making them
useful for downstream decision-making tasks such as navigation,
manipulation, and search [1, 2, 10, 13, 15, 20].

However, in dynamic environments that are only partially ob-
servable to the agent, scene graphs are often incomplete and unreli-
able. To address this challenge, we propose new state representation
named Scene GraphMemory (SGM), which encodes all nodes and
edges observed by the agent, including those that may no longer
be true, in a single graph. To predict the relationships between
pairs of objects (including locational relationships such as “inside
of”, or “on top”), all that is needed is to predict the likelihood of a
given edge, which is an instance of the link prediction problem [9].
To perform link prediction on scene graphs, the proposed method
combines SGMs with a new neural net architecture names Node
Edge Predictor, which allows for better generalization and enables
agents to operate in dynamic, partially observable environments
that are unseen during training. Lastly, we address the lack of exist-
ing benchmarks for link prediction for partially observable graphs
by introducing the Dynamic House Simulator, a new simulator
that produces plausible scene graphs of household environments
that change dynamically as simulated humans would act on them.
The approach proposed in this studywill enable embodied AI agents
to make efficient decisions in daily tasks such as navigation, object
search, rearrangement, and household chores.
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Figure 1: Node Edge Selector (NEP) model architecture.

2 METHOD
While there are many simulation frameworks built for evaluating
embodied agents in household environments [4, 5, 12, 16, 17], none
of them support simulating realistic object movement over time.
So, we implemented a Dynamic Household Simulator that supports
sampling a wide variety of household environments, where each en-
vironment has a distinct set of initial objects, and a distinct pattern
of object placement and movement. These environments are repre-
sented with scene graphs [3], with nodes being either locations or
objects and edges being furniture locations or object placements.

We propose the Scene Graph Memory (SGM) data structure to
enable the agents to estimate environment-specific dynamics. An
instance of a Scene Graph Memory 𝑆𝐺𝑀𝑡 = (𝑉 𝑆𝐺𝑀

𝑡 , 𝐸𝑆𝐺𝑀
𝑡 ) is com-

posed of a set of nodes and edges of the same type as in the environ-
ment scene graphs. The SGM nodes 𝑉 𝑆𝐺𝑀

𝑡 =
⋃𝑡

𝑛=0 (𝑉𝑂
𝑛

⋃
𝑄𝑛) are

made up of all the observed nodes and the queried nodes (𝑄𝑛) up un-
til timestep 𝑡 . The SGM edges 𝐸𝑆𝐺𝑀

𝑡 = (⋃𝑡
𝑛=0 𝐸

𝑂
𝑛 )⋃𝐸𝐻𝑛 are made

up of all the observed edges, and hypothetical edges 𝐸𝐻𝑡 = 𝑓 (𝑄𝑡 )
up until timestep 𝑡 . Each node and edge in the SGM is associated
with features reflecting the semantic properties of the object or
relationship it represents as well its observed dynamics.

Using SGMs, we can predict the location of an object by estimat-
ing the likelihood of its edges. We propose the Node Edge Predictor
model to do so, shown in Figure 1. It is similar to other GNN neural
networks used for link prediction, with two main novel elements.
The first key novel aspect of the model is that a set of query edges
are part of the input, and the model is optimized to predict the
likelihood of just these edges, as opposed to predicting the likeli-
hood of all edges in the graph. Secondly, we add a transformer [18]
prior to outputting edge probabilities, so as to enable the model to
evaluated them relative to each other rather than independently.
This is most similar to GraphFormer from Yang et al. [19] Heter-
former from Jin et al. [7], but differs in that NEP uses the transfomer
only on the embedded query edge, as opposed to the costlier use of
transformers in alteration with GNN layers.

3 RESULTS
We design our experiment to test whether the proposed NEP model
can outperform alternative approaches on the following task: at

Figure 2: The average accuracy and variance for the Pre-
dict Object Location task, average across 100 different
runs/environments. The task is Predict Object Location (with
dynamic nodes and coarse environment priors).

every step, the agent must predict the location (furniture node) of a
queried object. The query object is sampled at random either from
the the set of objects that has moved since the last step or from
all objects nodes. The agent is then able to observe the node it has
predicted and its associated object nodes, regardless of whether
its output is correct. We simulate observation error by randomly
skipping 25% of the objects during observation. Once the agent
has received the observation, objects are moved and the next step
begins.

We compare to these baselines: Random: Randomly chooses an
edge. Frequentist: Chooses the option with the highest ratio of
true observations to total observations. Priors: Chooses the most
likely option according to priors. Myopic: Always chooses the last
location each object was observed at, or at random if the object
has not been observed. Bayesian: Treats each edge in the SGM as
having a distinct beta-binomial probability distribution. HMS: The
model from [11], which addresses a very similar problem to ours.
Oracle: Uses ground truth knowledge about the dynamics of the
scene as well as memory to make the best choice possible.

The main results can be seen in Figure 2. NEP significantly out-
performs all the baselines from the very beginning to the end. There
are two main reasons. First, compared to models that completely
rely on the prior information and do not adapt during test time
(Priors), NEP has the capability to adapt to the noisy dynamics of
the particular environment it is deployed in. Second, NEP is able
to leverage its starting priors and learned scene statistics from the
training phase before testing. This gives NEP a head start compared
to the models that purely rely on observations made during test
time (Myopic and Frequentist).

The results support our initial hypothesis that combining the
proposed representation (SGM) with a learning-based approach is
suitable for the temporal link prediction tasks in dynamic partially
observable graphs, since this combination allows generalization to
unseen environments as well as on-line adaptation.
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