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ABSTRACT

Explainability and transparency are becoming more critical in logi-
cal reasoning, such as in self-driving cars and medical care, where
poor decisions can cause harm and, in the worst situations, death.
To ensure such systems are morally sound, reliable, and secure,
they must be capable of explaining their output or procedures in
a human-understandable way. In this research, a dialogue expla-
nation framework for Rule-based reasoning systems is presented
to identify and explain discrepancies between the user and the
system. It allows the system to explain itself by simply asking and
answering “Why?” and “Why not?” questions. The formal proper-
ties of this framework and a small user evaluation that contrasts
dialogue-based explanations with the proof trees generated by the
reasoning system are described.
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1 INTRODUCTION

Humans are supported by autonomous agents in a variety of ser-
vices and fields, with differing levels of intelligence and autonomy.
It’s crucial to make sure these systems are morally sound, reliable,
and secure. The use of explainability is a newly developed method
to help address these issues. Reasoning is an essential part of the
human explainable capacity, which is the process of combining
knowledge and beliefs to make new conclusions [7]. Automated
expert systems, also known as rule-based reasoning systems which
typically work by asking users to respond to a series of questions,
have become available to users for giving advice and direction in
certain specified subjects [10]. Some of them, such as MYCIN, can
explain their reasoning to users [3]. This means it can describe its
reasoning steps: how a request for data is related to a goal, how one
goal leads to another, and how a goal is achieved. However, such
explanations have limitations. When the system contains a large
number of rules and facts, the explanation will be complex and the
user will find it hard to follow. Explanation through dialogue can
be an understandable solution to address this issue.
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A dialogue framework has been developed to explain the be-
havior of a system programmed using the BDI (Beliefs-Desires-
Intentions) paradigm which has many similarities to rule-based
reasoning systems [5]. It defines a turn-based system and allows
users to ask questions about reasons behind the selection of plans
of action within the system, but does not provide a way to explain
deductive reasoning (which is our focus).

This research will concentrate initially on describing hand-crafted
rule-based reasoning systems, and later on Al systems with learned
rules. It aims to explore the use of dialogue explanations for such
systems and empower the system to perform collaborative expla-
nations. The explanation through dialogue mechanism has two
main stages. In the first stage, the dialogue mechanism only de-
livers an explanation when the user disagrees with the system’s
conclusions. The next stage is the dialogue theory that provides
explanations for both agree and disagree situations. The system
framework mainly consists of reasoning deduction and dialogue
explanation production. A proof tree (seen Fig. 1) will represent the
reasoning deduction.

2 PROPOSED WORK

As a start point, a rule-based reasoning system (called the Covid
Advice System) has been implemented using the Prolog language
with the first stage of dialogue mechanism, followed by a user
evaluation. As mentioned above, the work that has been done so far
is mainly about the first stage of the dialogue mechanism, and only
has discussed disagreeing situations where the user’s information
is different from that possessed by the system has been considered.
The user evaluation aims to use the user’s ability to discover this
mismatch following the explanatory process as one of our metrics
for assessing the utility of the explanation.

There are two questions that this research is trying to answer.
Can dialogue explanation provide an understandable explanation
for Rule-based Reasoning systems? Can dialogue explanation pro-
vide an understandable explanation for an Al system with learned
rules? The work that has been done so far only could answer the
first research question.

2.1 Framework

The Covid Advice system is a Rule-based Reasoning system with a
set of rules R which are deployed to reason with knowledge-based
facts F. Its dialogue mechanism focuses on the disagreeing situation
and performs a ‘one step’ dialogue explanation for any particular
“why do you believe it” or “why not do you believe it?” question.
The starting point is there are two players: the system and the
user. We assume the system has drawn a conclusion generated
using reasoning deduction and represented it as a proof tree. If
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the user disagrees with the conclusion, the task of the dialogue is
to identify the cause of the difference between these two players.
Fig. 1 shows a simple deduction of the conclusion Jack can meet
his friends.

)

(

vax(jack): initial [symptoms (jack): unprovable]

[ meet_friends(jack): R1 j

Figure 1: A Proof Tree showing why Jack can meet his friends
using R1 : {vax(X), -symptoms(X)} — meet_friends(X). R1:
You can meet friends if you have been vaccinated and display
no symptoms, and the initial fact set {vax(jack)} means Jack
is vaccinated.

2.2 Dialogue

This refers to the example in Figure 1: If a user disagrees, for in-
stance, they know Jack has a fever. Once the disagreement occurs,
the user could ask why a particular node is believed or why a con-
clusion is unprovable. For each why question, the system would
provide a ‘one-step’ explanation giving the last rule used to make
the deduction for avoiding redundancy (Fig. 2), and prompts the
user to ask a set of follow-up ‘Why?’ or “‘Why not?’ questions regard-
ing each piece of information. While for each *why not” question,
the system could flip this around and ask the user why they believe
it. The user’s answer can then help the system identify where the
confusion or disagreement lies and achieve a better understanding.

Computer Rule: 1. If A is vaccinated, and A doesn't have any
symptoms, then A can meet friends.

User Fact: 1. Jack has a fever.

Computer: Jack can meet his friends is TRUE.
Computer: Do you agree with this conclusion?

User: No, I disagree. Why do you think Jack can meet his
friends?

Computer: Because Jack can meet his friends is deduced
using computer rule 1 from facts: 1.Jack is vaccinated 2.Jack
doesn't have any symptoms

User: Why don't you think Jack has symptoms?
Computer: Why do you think Jack has symptoms?
User: Because Jack has a fever is an initial fact.
Computer: I don't have this fact. I have found the disagree-
ment!

Figure 2: Dialogue Explanation Example

2.3 User Evaluation

A user evaluation was conducted to reveal the performance of the
dialogue mechanism with the Covid Advice System. It comprised
24 volunteers who were staff and students from the Department of
Computer Science at the University of Manchester. We hypothesize
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that when a user doesn’t understand or disagrees with the com-
puter’s conclusion, the dialogue explanation with reasoning will
help them identify if either they have different rules, or if there are
facts that they do not have. In the SWI-Prolog terminal interface,
participants were presented with two scenarios out of a possible
six. Each scenario was completed by the same number of partici-
pants and followed by a short questionnaire. Out of 24 responses,
83.3% preferred dialogue explanation to the proof tee explanation,
18 (75%) said it was easy to understand the explanation.

3 RELATED WORK

Early rule-based expert system [16] explanations focused in partic-
ular on explanation framework [3, 20], concept [8, 13, 18], and the
human-computer interface (HCI) through which the explanation
was supplied [11, 17]. The most sophisticated ways for explana-
tion involve an “intelligent” conversation with the system user that
is done in simple terms and using interactive methods [6]. How-
ever, little progress has been achieved in these early explanations.
Few of these could ensure users really understood the content of
the explanation. In particular, as the rule-chaining process became
more complex, their explanations became increasingly difficult to
follow [9].

Argumentation is becoming one of the main reasoning methods
to enable explainability in many Al techniques [19], including clas-
sifiers [4, 14], knowledge-based systems [1], and Al planning [12].
Bex and Walton [2] utilize argumentation models in dialogue and
enable the explainee to question and dispute the provided expla-
nations [11]. Despite the natural affinity of argumentation models
to dialogues [2], few such dialogue explanation models have been
evaluated in the real human case study.

4 FUTURE WORK

In the future, this research will focus on answering the second re-
search question: Can dialogue explanation provide an understand-
able explanation for an Al system with learned rules? To achieve
this, an Al system will be implemented by expanding our original
Rule-based Reasoning system with learned rules. These learned
rules will be extracted from machine learning models using the
REM algorithm. REM extracts rules from Deep Neural Networks
(DNN), which offers a potential opportunity to explore the expla-
nation for such a system [15]. Meanwhile, the second stage of the
dialogue mechanism will be modified, which enables the use of
dialogue to provide explanations for both agree and disagree situ-
ations. To measure whether dialogue explanation can provide an
explanation to understand, an exploratory user evaluation will be
carried out.

There is a large body of literature on interpretable machine learn-
ing, focused on visualization and providing a single explanation to
all users. A dialogue system assumes that an explanation is a collab-
orative process in which the system determines what information
it is that the user wants. Dialogue explanation with reasoning al-
lows the user and system to co-create an explanation based on the
user’s content. This viable mechanism empowers machines with
the human ability to explain their actions. It also offers a significant
opportunity to further our knowledge of the conversation approach
to explainable Al
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