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ABSTRACT
Diversifying agents’ skills has proven to be critical for adapting to
a wide range of tasks. However, continuously promoting diversity
can have catastrophic effects, such as accumulating unsafe, ineffec-
tive or misaligned skills. To avoid such outcomes, providing agents
with the ability to modulate diversity in skill discovery remains a
largely unexplored research area. In my research, I aim to design
agents that can control and adapt their diversity to fit any context.
Integrating context into skill discovery was my initial approach to
controlling diversity. This was done by allowing the agent to use
human preferences to identify regions of the environment where
diversity is most likely to be desired. However, to modulate skill
diversity, an agent has to be able to not only identify where to
demonstrate diversity, but also comprehend how it affects the envi-
ronment and others around it to decide when to be more (or less)
diverse. To achieve this, an agent needs more tools, such as observ-
ing its own diversity and methods of adjusting it. The incorporation
of controlled diversity will, I believe, make agents with multiple
behaviors more flexible, reliable, and robustly applicable in a wide
variety of contexts.
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1 INTRODUCTION
Deep Reinforcement learning (DRL) [8] is a powerful computational
approach for solving sequential decision making tasks by maximiz-
ing prespecified rewards over time. Despite its proven success in a
number of applications ranging from Atari games to robotics [7, 8],
DRL still fails to perform long-horizon tasks or to generalise to novel
tasks. Hierarchical reinforcement learning approaches[12, 14, 15]
have been developed to address these challenges by discovering
sub-behaviors (skills) and learning to compose them. While dis-
covering those skills, it is however, imperative to ensure that they
are diverse enough to cover a large range of complex behaviors.
To this end, prior works have proposed information theory-based
objectives as an intrinsic motivation to ensure diversity in skill
discovery [1, 4, 10].
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Figure 1: With unconstrained skill disovery, a cooking robot
may discover undesirable skills (such as harming humans)
using a kitchen knife. (Figure reproduced from [5]).

However, while such methods can produce promising results,
blindly promoting diversity may lead to the acquisition of useless,
dangerous, or misaligned skills. For example, as depicted in Figure
1, a robot tasked with learning diverse skills with a kitchen knife
may learn undesirable skills such as harming a human. In addition,
promoting diversity regardless of its effects on the environment or
other agents is inadequate, dangerous and inefficient. In a multi-
agent setting, excessive diversity in agents’ behaviors can lead to
confusion, and can negatively impact the performance of a team.
For example, when crossing the road, if one agent’s crossing strat-
egy is difficult to predict, it could confuse and disrupt the actions of
other agents, which could lead to a higher risk of accidents or colli-
sions. This highlights the importance of balancing diversity with
coherence and predictability in the actions of agents. In other words,
agents should be able to adjust their level of diversity depending
on the context.

Using reinforcement learning (RL)[11], my thesis proposes to
develop tools for agents to modulate diversity in skill discovery.
To modulate diversity, we address two problems: how to avoid
encouraging distinct undesirable behaviors to be discovered and
how to avoid encouraging diversity when the context doesn’t favor
it. To tackle the first issue, we identified that undesirable behaviors
can occur because the agent lacks context about the real world.
Without context, the agent views all aspects of the environment as
equally relevant. Therefore, it learns to correlate its skills with any
part of the environment regardless of its importance, relevance or
safety. Our first step towards controlling diversity in skill discovery
was to incorporate context through human feedback. We used
this additional information to identify regions of the state space
where diverse behaviors are desirable. We then used existing skill
discovery methods and guided them to promote diversity in those
preferred regions. By allowing the agent to discover diverse skills
only in preferred regions, we can ensure that we are not promoting
undesirable skills.
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To address the second problem, we identified that an agent is
blind to its own diversity and how it can affect the environment.
In addition, it is not in control of how much diversity is promoted.
Therefore, we aim to train an agent to understand the relation
between its diversity and a given context, to adapt it to either
promote or reduce diversity. Consequently, we plan to give the
agent the ability to estimate the diversity of its own skills and to
adjust it in accordance with any context.

In summary, the main objectives of this research are to develop
tools to modulate diversity in skill discovery. This can be described
as agents who can: promote diversity among desired skills, observe
its own diversity and understand context, that is, its effect on the
environment and vice-versa and adapt finnaly its diversity to fit
any context to enhance performance.

2 METHODS
2.1 Controlled Diversity with Preference
First, as outlined in Hussonnois et al. [5], we focus on the problem
of controlling diversity in unsupervised skill discovery to avoid
encouraging distinct undesirable skills.

In this work, we contend that the agent can learn more desirable
skills through guidance provided by humans in the loop during the
learning of skills. The key idea behind our approach was that we
framed the problem of controlling skill diversity as finding regions
of the environment where skill discovery will more likely produce
desirable skills.

Due to the difficulty of identifying such regions without human-
provided context, we proposed leveraging recent work in learning
from human preferences [3, 6, 13] to infer preferred regions in the
environment. Intuitively, these are regions of the environment that
are generally associated with favorable agent behaviors. We posited
that such regions also correspond to suitable regions for learning a
diverse set of skills. In practice, we defined a preferred region as
those regions associated with high estimated preference rewards,
where the preference reward was learnt using the preference-based
RL framework[3, 6, 13]. Once such regions were identified, we
integrated them into the EDL framework [1] for a more efficient
exploration of the preferred region.

Furthermore, by learning a representation of the state space
from human preferences, we showed that our approach scales to
higher dimensional problems and learns skills that are discernibly
diverse to human eyes. Specifically, we introduced the preferred
latent representation by simply using the output of the last hidden
layer of the reward model learnt from human preferences. The
intuition was that the last hidden layer of the neural network that
models the internal reward function of a human would learn a
latent state representation that captures features that matter for
human preferences.

Finally, using a 2D navigation environment and Mujoco envi-
ronments, we demonstrated our approach’s capability to discover
diverse, yet desirable skills.

2.2 Learning when to promote diversity
After focusing on controlling diversity with preferences, we now
intend to explore how the agent can determine when to adjust its
level of diversity in regards to a context.

In this regard, we place ourselves in hierarchical RL settings,
where there is an extrinsic reward and we are simultaneously learn-
ing a high level policy and low level policies (the skills). The high
level policy determines which skill to use in a given state, for a
specific duration of time, and is rewarded with an extrinsic reward.
Skills are responsible for taking low-level actions, and are rewarded
with an extrinsic reward and an intrinsic reward that promotes
diversity. In this work, we wish the high level policy to have the
ability to control the weighting of the intrinsic reward relative to
the extrinsic reward, thereby enabling the extent of diversity.

To achieve this goal, we aim to develop a measure of diversity
describing how diverse an agent is at a specific time and state.
With this measure of diversity, we could provide the agent with
additional information about its own diversity. This will enable the
agent to base its decision on whether or not it needs to promote
diversity. That is, whether the weighting of the intrinsic reward
should be increased (to promote diversity) or decreased (to suppress
diversity). We contend that this measure could be defined as the
expected sum of intrinsic rewards promoting diversity for each
skill. It can be seen as a distribution of how distinct each skill can
be, starting from the current state. Then, we can choose to let a
high level policy adjust the diversity by predicting the weight of
the intrinsic reward that promotes diversity for the selected skills.

The implementation of high-level control mechanisms in the
promotion of diversity within an agent’s decision-making process
may yield a range of potential outcomes and implications in the
field of reinforcement learning. In cooperative settings, such as the
one described in the introduction, adapting agents’s diversity to
reduce confusion might be appropriate. A similar experiment can
be conducted in an adversarial setting, where maximizing the con-
fusion of the other agent can be advantageous. Alternatively, this
work could find applications in safe reinforcement learning settings.
In such a setting, the agent would consider the level of safety in its
surroundings and adjust its level of diversity accordingly.

3 FUTUREWORKS
Recent work [9] in skill discovery has been working to promote
more diverse, dynamic, and far-reaching skills. Thesemethods cover
the state space of the environment well, but not the behavior space.
They typically discover monotonic skills that move toward a partic-
ular direction, but never discover motions such as moving in circles
or zig-zagging. While promoting more diversity among dynamic,
and far-reaching skills may be beneficial for locomotion tasks, it
may not be sufficient for manipulation tasks, where object-oriented
diversity has been shown to be more performant [2]. In other words,
the desired characteristics of skills may differ depending on the
nature of the future task, thus necessiting the need for different
diversity objectives. As coming up with novel objectives for pro-
moting diversity may be challenging, it might be more practical
to learn those objectives through human interaction. As shown in
our first paper [5], promoting diversity in the preferred feature of
the state space helps to discover more diverse and task-relevant
skills. Future work may benefit from exploring further these issues
of task-aligned diversity.
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