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ABSTRACT

A model reconciliation problem focuses on producing explanations
for human users who have varying expectations of the Al agent.
This research explores the development of a general framework
for generating human-aware explanations in such problems. We
face two primary challenges: creating an expressive and efficient
framework that generates personalized and persuasive explanations
for users, and interactively incorporating users’ knowledge, beliefs,
and preferences into the explanation process. We propose that a
logic-based framework is well-suited for identifying, representing,
and offering robust and tailored explanations to human users in
model reconciliation scenarios.
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1 OVERVIEW

The increasing ubiquity of Al systems in our everyday life neces-
sitates a need for creating systems that explain their decisions in
order to assure their human users that their reasoning is correct
and their conclusions are sound. Toward this end, Explainable AI
Planning (XAIP) [3] has garnered a lot of interest due to its focus
on helping human users interface with Al systems in sequential
decision-making problems. On the other hand, understanding the
psychological theories behind human-human interactions will hew
us closer to the birth of human-aware Al systems that collaborate
and interact with humans in a naturalistic way [4]. For example,
according to the Theory of Mind [8],! when two humans collab-
orate on a task, they usually develop approximate models of the
goals and capabilities of each other, and use them to support a fluid
team performance. It is only a small step to suggest that Al agents
interacting with humans will also need to take this implicit mental
modeling into account.

IThe theory of mind is the ability to attribute mental states (beliefs, intents, knowledge,
etc.) to others and recognize that these mental states may differ from one’s own.
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Indeed, this is the view of the model reconciliation problem
(MRP) [2] - a popular paradigm within XAIP that considers Al
agents that exhibit explainable behavior. To synthesize explain-
able behavior, Al agents interacting with human users go beyond
planning with their own models of the world and incorporate the
(mental) models of the human users in their deliberative processes.
As such, explanations in this context are couched in terms of fea-
tures from the agents’ and users’ models. While MRP has gathered
a lot of traction due to its “human-like” explanation generation
process, many advancements towards that end are usually based on
some simplistic assumptions [1, 9, 10]. The most common assump-
tion is that the user’s mental model is available to the agent a-priori.
Moreover, most existing approaches consider one-shot explanation
approaches, hence failing to exploit the potential advantage of an
interdependent multi-shot explanation generation process. For ex-
ample, in a multi-shot approach a user would be able to interact, in
a collaborative manner, with the agent’s explanation process and
provide information about their knowledge, beliefs or preferences.
Therefore, through that process the agent would be able to learn a
more accurate representation of the user’s model, which can not
only lead to generating personalized explanations that enhance
the user’s understanding, but also improve (or correct) the agent’s
model if it is clashing with the ground truth. Finally, explanations
generated by most MRP methods are grounded in the syntax of
planning, thus failing to generalize to problems beyond planning.

All the above give rise to an opportunity for developing an
account that reasons efficiently about decision-making tasks and
provides explanations to human users in an interactive and easy-
to-understand fashion. Therefore, in this research, we propose to
investigate the creation of a general account for human-aware
AT agents exhibiting explainable behavior that advances model
reconciliation. The key challenges in this research are two-fold: (1)
How to create an expressive and efficient account that generates
robust and personalized explanations for human users; and (2) How
to incorporate the users’ knowledge, beliefs, and preferences in the
agent’s explanation process in an interactive fashion. To address
these challenges, we propose the following objectives:

e Objective 1: Formalize a logic-based account for MRP that
is sufficiently expressive and general.

e Objective 2: Develop efficient algorithms that find robust
and personalized explanations.

e Objective 3: Develop methods for an interactive multi-shot
explanation process.

In summary, we hypothesize that a logic-based account is well
equipped to identify, represent, and provide robust and personalized
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explanations through interactions between an agent and a human user
for (sequential) decision-making problems, so long as these problems
can be expressed in a logical formalism. We are optimistic that the
efforts of this research will help push us a step closer towards a
trustworthy, transparent, and accountable Al-driven society.

2 LOGIC-BASED MODEL RECONCILIATION

The principal objective of this research is to characterize MRP from
a logic-based perspective that: (i) accounts for discrepancies and
uncertainties in the agent’s and user’s models; (ii) is sufficiently
general and expressive; and (iii) can produce efficient and scalable
solutions. Indeed, in [12] we introduced the following formulation,
where we use |51 to represent logical entailment in a logic L:

[L-MRP] Given two knowledge based KB, and KBy,
and a formula ¢ in a logic L, where KB, =1 ¢ and
KBy, L ¢, the goal is to identify an explanation
e =(e*,e7), et C KBy and €~ C KBy, s.t. when it is
used to update KBy, to I?B\he, then I?B\he Er o.

In this setting, KB, represents the knowledge base (e.g., model)
of the agent, KBy, represents the agent’s knowledge base of the
human user, and ¢ is the target of the explanation process (e.g.,
explanandum). One challenge here is specifying how KBy, is up-
dated by an explanation € = (¢*, €”). A trivial and intuitive update
process is KBy, = (KB U €*) \ €, where new formulae ¢* from
the agent are added and erroneous formulae €~ from the user are
removed to ensure consistency. Note that the explanation genera-
tion problem is solved when an explanation ¢ for ¢ is found and
provided to the user. Nevertheless, if the agent has an inaccurate as-
sumption of KBy, the user might fail to understand the explanation
(we will revisit this limitation in Objective 3).

Besides finding an explanation €, the agent also needs to present
that explanation to the user. Given knowledge bases KB, and KBy,
and an explanandum ¢, there might be several explanations for ¢
from KB, for KBy, As such, an agent might prefer an explanation
that requires the least amount of effort in presenting it to the user.
One way to characterize the effort of the agent when presenting an
explanation is to associate a cost to the elements of the explanation.

2.1 Computing Explanations

Computing explanations for the explanandum ¢ from KB, for KBy,
should be done in a robust and efficient manner. From the per-
spective of planning, an algorithm developed for MRP should in-
corporate some of its core assumptions: (1) KB, and KBy, should
encode the version of the same problem (e.g., planning) of the agent
and human user, respectively; (2) KB, is correct and complete, and
only KBy, can contain errors or omissions; and (3) KB, appropri-
ately entails the explanandum ¢. The first assumption is reasonable
and follows closely the definition of a model reconciliation plan-
ning problem. The last two assumptions stem from fact that the
explaining agent bases its explanations on the view (or model) of
the specific problem [7]. Therefore, the agent should believe that
its model is correct and complete, and that its model appropriately
entails the explanandum. Together, these three assumptions imply
that each erroneous formula in KBy will have a corresponding
correct formula in KBy,. One can see that this is a property that
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can be exploited when searching for explanations. Therefore, the
primary challenge in this objective is to identify and leverage vari-

ous pruning heuristics and search strategies that can speed up the
explanation search process.

In our earlier work [12], we empirically demonstrated that our
logical MRP account can not only be applied to classical planning
problems but also hybrid systems planning problems with dura-
tive actions, processes, and events. Notably, our account advanced
the state-of-the-art in model reconciliation for explanation gener-
ation within XAIP along two key dimensions: (1) it improved the
scalability for some types of classical planning problems; and (2)
generalized the model reconciliation approach to other types of
planning problems beyond classical planning.

Further, in [11] we developed an algorithm for problems beyond
the realm of planning. Specifically, we exploited the notion of mini-
mal unsatisfiable sets (MUSes) [5] for generating explanations? and
empirically demonstrated its efficacy and generality on a plethora
of instances. Overall, this approach has the general advantage of
being able to deal with problems coming from different settings, so
long as these problems can be encoded into a logical formalism for
which satisfiability of subsets can be decided.

3 ONGOING AND FUTURE WORK

A key underlying assumption thus far has been that the knowledge
base of the agent KB, represents the ground truth and that the
knowledge base of the human user KBy, is known to the agent
a-priori. As this fails to exploit the potential advantage of an inter-
connected explanation generation process. We plan to investigate a
dialogical extension, where the agent engages in dialogue with the
human user and, through that process, the agent is able to learn
more accurate representations of the user’s model, as well as correct
its own model if it is clashing with the ground truth (Objective 3).
To enable a dialogical approach, we will consider the machinery
of argumentation frameworks. This is motivated by the fact that
humans reason and understand better when they engage in an ar-
gumentative process [6]. Two main challenges here are defining the
underlying semantics of an argumentative account, and defining
how to interactively update the knowledge bases.

Moreover, we are interested in extending our logic-based MRP
formulation to problems that are probabilistic in nature. For in-
stance, we can consider probabilistic knowledge bases of the agent
and the user, where each knowledge base consists of a set of for-
mulae representing a specific problem instance and each formula f
has an associated weight p(f) that corresponds to the probability
of f being true. A probabilistic knowledge base provides a way
of representing various uncertainties in the world, and can there-
fore be used to generate the most-probable explanations by using
state-of-the-art probabilistic reasoning methods. Finally, we are
also interested in pursuing a more personalized approach to gen-
erating explanations. Naturally, in human-to-human explanations,
the explainer will usually decide how much detail to include in the
explanation by choosing a conceptual model that they think will
mesh with that of the explainee. Thus, explanations can be given at
different levels of abstraction, based on different conceptual models.

2MUSes are typically a subset of formulae from an unsatisfiable knowledge base that
“explain” why the knowledge base is unsatisfiable.
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