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ABSTRACT
The problem of influence maximisation investigates efficient ways
in which external influence (typically limited by resources) can be
applied to a social network to maximise control over the global
behaviours of a population. It is an effective tool that finds its appli-
cation in many real-world scenarios, for instance it can be used to
gather intelligence in crowdsourcing activities and to incentivise
people to adopt desirable public policies. While the problem has
been studied extensively in theoretical settings, many of these ap-
proaches can be expensive and inefficient to apply in the real world,
particularly when considering an unknown or irrational competitor.
The influence maximisation game was designed to bridge this gap
between theory and the practical application of this knowledge.
In this experiment, human subjects are presented with networks
where they can employ their own tactics to maintain maximum
influence against a competitor (which in this case is an AI agent).
We aim to determine how people strategise to spread influence
in the real world. In particular, we determine if people always act
rationally in these settings or if their strategies are inherently bi-
ased —in which case we aim to identify inexpensive, yet effective
strategies that can outperform these biased strategies. Observing
how people strategise in the real world can help us modify our
theoretical results for more efficient practical applications.
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1 INTRODUCTION
Social outcomes, such as election results and aggregate behaviours
in populations (e.g. vaccination uptake) are often driven by the
way influence propagates in social networks. The challenge for an
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external agent trying to control global behaviours in a population
lies in determining the optimal distribution of limited resources
over a network that can maximise the spread of influence in the
population. This is a computationally expensive problem to solve
[6] and although there are several analytical and computational
methods that can approximate near-optimal solutions to the prob-
lem, in practice, it is significantly difficult to implement in the real
world [11]. Moreover, influence maximisation efforts do not typi-
cally occur in isolation and are often met with competing influence
(and resistance) in networks which further adds to the challenge of
the problem. Existing work in this area typically determine optimal
strategies while assuming that all actors involved are rational [2, 3],
which in practice may not be true, as human beings often exhibit
irrational behaviour and more importantly, they may not have the
knowledge or tools to compute (and employ) optimal strategies
in real-time. Thus, rendering theoretical solutions inefficient or
expensive in real-world settings. With this in mind, we propose
the influence maximisation game in which human players com-
pete with an AI to maximise influence spread in synthetic social
networks under resource constraints. While the study of collective
behaviours and social contagion has received significant attention
within the context of human-subject experiments [1, 4, 7], the in-
fluence maximisation problem has only been explored within the
real-world context as field-experiments [8, 11], which come with
their own set of challenges and often yield results specific to the
setting being explored. Here with this effort we create an oppor-
tunity to extensively study the influence maximisation problem
as it occurs in real world scenarios, but under controlled settings.
This will help us determine the extent to which people strategise
rationally within real world influence maximisation settings and
if there are any biases in their strategies that can be exploited to
further design effective and inexpensive counter-strategies. This is
an initial effort to bridge the gap between theory and practice in
this field and the results we obtain will have real-world applications,
for instance they can be used to recruit members of the public in
crowd-sourcing activities or to spread desirable health practices in
a population [9, 10, 12].

2 EXPERIMENT DESIGN
In this experiment, human players participate in an influence max-
imisation task where they tactically employ limited budget to max-
imise influence in a synthetic social network against a competitor,
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Figure 1: Figure showing a snapshot of the game. Influenced nodes are shown in green, nodes controlled by the adversary are
shown in red and uninfluenced nodes are shown in grey. For more details and a tutorial of the game click this link.

which in this instance is an AI. Our ultimate aim is to study strate-
gies adopted by players against both human and AI opponents,
however as a first step we explore the problem with the AI op-
ponent as using an AI opponent helps us control the conditions
of the experiment with ease. In each game, a social network of
|𝑉 | = 𝑁 = 20 nodes and 𝐸 edges is displayed to the players. The
topologies of the networks are pre-determined and randomised
across different instances of the game. The layout of the nodes
are also randomised across games to remove any topological bias.
Both the AI and the human player add one token per round to the
network to maximise their spread of influence and once a token has
been placed it cannot be moved in subsequent rounds. This helps us
determine nodes that the players deem important at various stages
of the game —and further contributes to the temporal analysis of
the distribution of resources in the network.

Each game consists of ten rounds. At the start of the game, all
nodes in the network are in an uninfluenced state (shown in grey in
fig. 1). As the game progresses, nodes owned by the human player
are shown in green and those controlled by the AI (or the opponent)
are shown in red (see fig. 1). Note that, the overall strategy of the
AI is unknown to the player. The action of the AI for any given
round however, is revealed to the human player only after they have
finalised their move. The incomplete knowledge of the opponent’s
strategy is reflective of real-world settings where competitors are
not inclined to reveal their strategies in advance [5]. The AI is
chosen at random at the start of the experiment and is fixed for
each participant. The AI adopts any one of the following strategies:

(1) Degree-based strategy: The AI picks nodes based on their
degrees. A degree-dependent probability function (𝑝 ∝ 𝑒𝑑 )
determines the sequence in which nodes are to be targeted,
where 𝑑 is the degree of a node.

(2) Myopic-greedy strategy: The AI uses a greedy strategy to
pick the node that contributes maximally to the increase in
network share at the end of the (t+2)-th round. The look-
ahead is two rounds for computational purposes.

(3) Random strategy: AI picks nodes uniformly at random.

Once the players commit their strategies, nodes in the network syn-
chronously update their states based on the majority influence in
their neighbourhood. For example, if a node has 1 red neighbour, 2
green neighbours and 1 green token, the fraction of green influence
on them is 𝑓 = 0.75, and thus the node adopts the green state with
a probability 𝑓 2/(𝑓 2 + (1− 𝑓 )2) = 0.9. At the end of ten rounds, the
player (human or AI) with the higher score wins the game. Perfor-
mance indicators in the game help players tune and improve their
strategies through the course of the experiment. The percentage
infection (at the bottom of the screen) indicates the fraction of the
network under the control of the human player (and it is updated at
the end of each round). A cumulative score is also displayed to help
players monitor their performance in the game. A graph of the cu-
mulative scores (of both players) is displayed at the end of the game
to aid players in reviewing their performance relative to the AI. To
prevent players from running intricate calculations on the network
(with the purpose of determining optimal strategies), we keep the
network sufficiently complex and give players only 15 seconds to
finalise their move. This further encourages players to use their
perception of the network topology to make their moves. Finally,
the design phase of this experiment is now complete and it is ready
to be deployed on Amazon Mechanical Turk. Moves adopted by the
players throughout the game will be recorded in a secure database
that will later be used to analyse patterns in strategies that can
be exploited to predict and outperform competitor strategies in
real-time. In terms of future applications, an instance of this game
can also be developed to be used as a training tool or a simulator.
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