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ABSTRACT
Cooperative Multi-Agent Reinforcement Learning (MARL) algo-

rithms, trained only to optimize task reward, can lead to a con-

centration of power where the failure or adversarial intent of a

single agent could decimate the reward of every agent in the sys-

tem. In the context of teams of people, it is often useful to explicitly

consider how power is distributed to ensure no person becomes a

single point of failure. Here, we argue that explicitly regularizing

the concentration of power in cooperative RL systems can result in

systems which are more robust to single agent failure, adversarial

attacks, and incentive changes of co-players. To this end, we define

a practical pairwise measure of power that captures the ability of

any co-player to influence the ego agent’s reward, and then pro-

pose a power-regularized objective which balances task reward

and power concentration. Given this new objective, we show that

there always exists an equilibrium where every agent is playing a

power-regularized best-response balancing power and task reward.

Moreover, we present two algorithms for training agents towards

this power-regularized objective: Sample Based Power Regulariza-

tion (SBPR), which injects adversarial data during training; and

Power Regularization via Intrinsic Motivation (PRIM), which adds

an intrinsic motivation to regulate power to the training objective.

Our experiments demonstrate that both algorithms successfully

balance task reward and power, leading to lower power behavior

than the baseline of task-only reward and avoid catastrophic events

in case an agent in the system goes off-policy.
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1 INTRODUCTION
When considering how to optimally structure a team, institution,

or society, a key question is how responsibility, power, and blame

ought to be distributed, and as such it is a broadly studied concept

in the social sciences [21, 22]. We often want to avoid too much

power lying in the hands of a few actors, preferring power to be

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

distributed rather than concentrated. One example of a distributed

system of power is the US government: in principle, having three

branches with checks and balances helps prevent any single branch

from having too much power.

The same basic idea applies in Multi-Agent Reinforcement Learn-

ing (MARL) systems: regardless of whether the setting is fully coop-

erative, fully competitive, or general sum, it is often advantageous

for agents to limit the amount of power other agents have.

Power resists formalization despite being a prevalent and intu-

itive concept. In this paper, we make no normative claims about

how power ought to be defined or regulated, just that power is a

conceptually useful tool for cooperative multi agent systems. To

focus on empirical progress, we limit our attention to power as in-
fluence on reward. But regardless of how it is formalized, we argue

that avoiding concentration of power can simultaneously mitigate

three problems that are generally thought of separately: system

failure, adversarial attacks, and incentive changes. It does so by

mitigating the effects of off policy behavior, regardless of the cause.

Consider the following toy example: a group of agents need

to work cooperatively to maximize production. Agents produce

output by starting from raw material and applying a series of𝑚

actions. They can either work individually or form an assembly

line, which is more efficient because of specialization and batch

productivity but requires that every agent is a single point of failure.

Changes in any agent’s behavior would bring the whole system to

a halt. Depending on how much we care about task reward versus

robustness, we might prefer one behavior or the other.

Our contributions in this work are as follows: 1) We propose a

practical measure of power amenable to optimization – how much

another agent can decrease our return by changing their action for

one timestep. 2) We propose a framework for balancing maximizing

task reward and minimizing power by regularizing the task objec-

tive for power, and then show an equilibrium always exists with

this modified objective. 3) We present two algorithms for achiev-

ing power regularization: one, Sample Based Power Regularization

(SBPR), which injects adversarial data during training by adversari-

ally perturbing one agent’s actions with some probability at any

timestep; and two, Power Regularization via Intrinsic Motivation

(PRIM), which adds an intrinsic reward to regularize power at each

timestep. SBPR is simpler but PRIM is better able to achieve the

right reward-power tradeoffs for very small values of 𝜆. Our exper-

iments in an Overcooked-inspired environment [3] demonstrate

that both algorithms can achieve various power-reward tradeoffs

and can reduce power compared to the task reward-only baseline.
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(b) p-Adversarial Game of (a)

Figure 1: Extensive Form diagrams of a simple 1 timestep game and its corresponding p-Adversarial game at s where Nature
chooses an ego agent and whether to use the on-policy or adversarial co-player toward the ego agent. The dashed lines encircle
nodes in the same information set for Player 1 because agents act simultaneously. We omit a final layer of Nature nodes that
model the probabilistic transition function.

2 RELATEDWORK
Power has been broadly studied in the social sciences [21, 22] and

for multi-agent systems, but has not been studied in the context of

deep multi-agent RL to the best of our knowledge. Instead, prior

work has focused on graph-theoretic analysis [10] or symbolic

formulations [5]. There have also been productive formulations

of the related concepts of responsibility and blame [1, 4, 7, 8, 11],

which have strong connections to power.

In AI, power has been formalized in a single agent context, with

recent work towards defining power and regularizing an agent’s

own behavior with respect to power [27–29].While it is a promising

direction to extend these formal measures to MARL, we focus on

making empirical progress on regularizing power in this work.

Though the literature on power in deep MARL is sparse, the

literature on the problems that power regulation can help mitigate

is more robust. For instance, there is a large body of work on de-

signing MARL systems that cooperate robustly in sequential social

dilemmas [6, 14, 15, 17], in which balancing power amongst the

agents is critical. There is also a significant body of work show-

ing the existence of adversarial attacks for neural networks [25]

and single- and multi-agent RL [9, 13, 16, 18]. In such cases, power

regularization can help build fault tolerance.

Finally, the algorithms we present for power regularization may

be well suited for situations where one desires agents that work

well with unknown teammates, if combined with approaches from

ad-hoc teamwork [2, 24] and zero-shot coordination [12, 26]. This

is especially true in situations where agents must infer who to trust

(i.e. who to entrust power to) [20, 23].

3 BACKGROUND
We model our setting as a Markov game [19] defined by the tuple

(𝑁, 𝑆,𝐴,𝑇 , 𝑅,𝛾) where 𝑁 is the number of players, 𝑆 is the set of

environment states, 𝐴 = ×𝑖∈{0,...,𝑁 }𝐴𝑖 is the joint action space,

𝑇 : 𝑆 × 𝐴 → 𝑆 is the transition function, 𝑅 = ×𝑖∈{0,...,𝑁 }𝑅𝑖 is
the reward function for each player, and 𝛾 ∈ (0, 1] is the discount
factor. At every timestep, each agent 𝑖 chooses an action 𝑎𝑖 ∈ 𝐴𝑖 ,

and the joint action 𝑎 = (𝑎1, 𝑎2, ..., 𝑎𝑛) ∈ 𝐴 is used to transition

the environment according to 𝑇 (𝑠′ |𝑎, 𝑠). Each agent 𝑖 receives their

own reward 𝑟𝑖 = 𝑅𝑖 (𝑠, 𝑎). While our theoretical results hold for

general-sum Markov games, we only empirically evaluate on fully

cooperative environments, thus assuming that all agents have the

same reward: 𝑅𝑖 = 𝑅 𝑗 ∀𝑖, 𝑗 . We operate in the fully-observed setting:

each agent can directly observe the true state 𝑠 . Each agent 𝑖 aims

to independently maximize their time-discounted, expected reward

𝑈𝑖 = E[
∑𝑇
𝑡=0 𝛾

𝑡𝑟𝑡 ] where 𝑟𝑡 is the reward at time 𝑡 . Throughout,

we will assume finite, discrete actions and finite time.

In any game, it is useful for a player to consider their best re-
sponses: optimal policies given fixed policies for the co-players:

𝜋𝑖 ∈ argmax

𝜋 ′
𝑖
∈Π𝑖

{𝑈𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 )} = 𝐵𝑅(𝜋−𝑖 ) .

where 𝜋−𝑖 refers to the policies for all players other than 𝑖 . Further-
more, we say that a policy 𝜋𝑖 is a local best response at state 𝑠 if it
chooses an optimal distribution of actions at 𝑠 given the rest of its

policy 𝜋𝑖 and co-player policies 𝜋−𝑖 . That is,

𝜋𝑖 ∈ argmax

𝜋 ′
𝑖
∈Π𝑖 (𝜋𝑖 ;𝑠 )

{𝑈𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 )} = 𝐵𝑅𝑙𝑜𝑐𝑎𝑙 (𝜋−𝑖 ).

where Π𝑖 (𝜋𝑖 ; 𝑠) = {𝜋 ′𝑖 ∈ Π𝑖 |∀𝑠′ ≠ 𝑠, 𝜋 ′
𝑖
(𝑠′) = 𝜋 (𝑠′)}

A set of policies 𝜋 for each player where each policy 𝜋𝑖 is a best

response to the other strategies is called a Nash equilibrium that

is, ∀𝑖, 𝜋𝑖 ∈ 𝐵𝑅(𝜋−𝑖 )). This is a "stable point" where no agent has an
incentive to unilaterally change their policy. Furthermore, we say

that a set of policies 𝜋 form a local Nash equilibrium at state 𝑠 if all

policies are a local best-response to the other policies at 𝑠 .

4 FORMALISM
To design systems that regularize for power, it is important to be

clear about our objective and how we define power.
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Table 1: An example game where player 1 has no power over
player 2 because all of 1’s actions are equally bad for 2.

𝑋 𝑌 𝑍

𝑋 (3,−10) (3,−9) (3,−8)
𝑌 (2,−10) (2,−9) (2,−8)
𝑍 (1,−10) (1,−9) (1,−8)

4.1 Measuring Power
Our main goal is to make empirical progress on building power-

regularizing MARL systems, so we will not aim to find the most

proper or most general definition of power. We define a measure

for power of co-player 𝑗 over ego agent 𝑖 , which we call 1-step

adversarial power, as the difference 𝑗 could make on 𝑖’s reward if 𝑗

had instead acted adversarially toward 𝑖 for one timestep.

Definition 4.1 (1-step adversarial power). Let 𝑈 task

𝑖
denote player

𝑖’s task utility. Given policies 𝜋 , the 1-step adversarial power agent

𝑗 has on agent 𝑖 when starting from state 𝑠 is:

power(𝑖, 𝑗 |𝑠, 𝜋) = 𝑟 +E[𝑈 task

𝑖 (𝑠′, 𝜋)]− min

𝑎 𝑗 ∈𝐴 𝑗

(𝑟𝑎 𝑗
+E[𝑈 task

𝑖 (𝑠′𝑎 𝑗
, 𝜋)])

where 𝑠′ = 𝑇 (𝑠, 𝜋), 𝑠′𝑎 𝑗
= 𝑇 (𝑠, 𝑎 𝑗 ;𝜋− 𝑗 ), and 𝑟 and 𝑟𝑎 𝑗

are 𝑖’s rewards

obtained on-policy and with 𝑗 ’s deviation to 𝑎 𝑗 , respectively.

The min𝑎 𝑗 ∈𝐴 𝑗
is taken over the set of deterministic actions. Note

that it is not necessary to consider stochastic policies as the most

powerful stochastic 𝜋 𝑗 could simply place probability 1 on any of

the deterministic actions that achieve the lowest utility for 𝑖 .

Counterintuitively, it is possible that all of 𝑗 ’s immediate actions

exert some causal effect on 𝑖’s utility without 𝑗 having any power

over 𝑖 . This can happen if all of 𝑗 ’s actions reduce 𝑖’s reward by 10,

for example. Since we are defining power in relative terms, if all

actions have the same effect on 𝑖 , we say 𝑗 has no power over 𝑖 as

any causal effects of 𝑗 ’s actions on 𝑖 are inevitable. See Table 1 for

an example worked out explicitly. Such nuance is reminiscent of

the difficulties in defining blame [4]. Exploring such connections

in-depth could be a path towards better metrics for measuring

power.

4.2 Regularizing for Power
Traditionally, cooperative MARL algorithms aim to optimize the

discounted sum of task rewards, which we call task utility, without
explicit consideration for the amount of power held by other agents.

We argue that we can make systems more robust by optimizing an

explicit trade-off between maximizing task reward and minimizing

power. This framework has the advantage of addressing system

failure, adversarial attacks, and incentive changes all at once by

mitigating the negative effects of off-policy behavior.

We focus on linear trade-offs, that is objectives of the form

𝑈𝑖 (𝜋 |𝑠) = 𝑈 task

𝑖 (𝜋 |𝑠) + 𝜆𝑈 power

𝑖
(𝜋 |𝑠) (1)

where𝑈 task

𝑖
(𝜋 |𝑠) is the task utility for player 𝑖 starting in state

𝑠 and 𝑈
power

𝑖
(𝜋 |𝑠) = ∑𝑇

𝑡=0 𝑅
𝑝𝑜𝑤𝑒𝑟

𝑖
(𝑠𝑡 , 𝜋) is the sum of power re-

wards 𝑅
𝑝𝑜𝑤𝑒𝑟

𝑖
at states starting from 𝑠 reached by unrolling 𝜋 .

In the 2-agent setting, 𝑅
𝑝𝑜𝑤𝑒𝑟

𝑖
(𝑠, 𝜋) = −power(𝑖, 𝑗 |𝑠, 𝜋), but with

more agents, 𝑅𝑝𝑜𝑤𝑒𝑟 must aggregate information about the powers

of all 𝑗 on 𝑖 . In our experiments with more than 2 agents we let

𝑅
𝑝𝑜𝑤𝑒𝑟

𝑖
(𝑠, 𝜋) = − 1

𝑁−1
∑

𝑗 power(𝑖, 𝑗 |𝑠, 𝜋) (the mean function). We

leave the problem of determining the most appropriate choice of

aggregation function to future work.

Consider the 2-player general-sum matrix game defined in Ta-

ble 2 which we call the Attack-Defense game. This is a single

timestep game so 𝑈
power

𝑖
(𝜋 |𝑠) = −power(𝑖, 𝑗 |𝑠, 𝜋). If either player

plays 𝑋 , the other player could play 𝑍 reducing the utility. playing

𝑌 to guarantees 2 utility, paying a small price to reduce power.

If optimizing purely for task reward, both agents play 𝑋 to

achieve the utility-maximizing Nash equilibrium. However, playing

𝑋 incurs 3 power while playing 𝑌 incurs 0 power. Thus, by Eq 1 we

have 𝑈𝑃𝑅 (𝑋 ) = 3 − 3𝜆 and 𝑈𝑃𝑅 (𝑌 ) = 2, so for 𝜆 > 1

3
we prefer 𝑌 .

See Table 3 for a larger variant of the game with a nontrivial Pareto

frontier. Figure 2a shows the value of each action as a function of 𝜆

assuming the coplayer is on-policy (i.e. doesn’t play F).

It is important for the regularized objective to apply at every

state, even those unreachable on policy. A naive approach to penal-

izing power would be to only penalize the 1-step adversarial power

over the agent in the initial state, that is, only aiming to maximize

𝑈𝑖 (𝜋 |𝑠0) where 𝑠0 is the initial state. However, such a measure has

a fundamental flaw, in that once an agent deviates from the usual

strategy, there is no longer any incentive to regulate power and

thus our agent would gain trust in potentially adversarial coplayers.
For instance, suppose the optimal power regularized policy were

to work independently instead of forming an assembly line. Once an

agent deviates, the system could be in some state 𝑠 not reachable on-

policy, only reachable via an adversarial deviation 𝑎. The only way

behavior in state 𝑠 influences the utility at the initial state 𝑈𝑖 (𝜋 |𝑠0)
is through the adversarial action term of the power regularization

𝑈
power

𝑖
(𝜋 |𝑠0). Since this term increases when task reward increases,

after any deviation the policy will no longer regulate power. Thus

once one agent fails, all agents would revert to forming brittle

and power-concentrating assembly lines. This is the opposite of

the desired behavior: we would take a failure of an agent as an

indication that they should be entrusted with more power because

our model does not allow them to deviate again.

Luckily, the state conditioned regularization we propose is a

simple fix. Rather than regularizing for power just at the first state,

we regularize power via optimizing Eq 1 at all 𝑠 . Thus even after an

agent fails others will still continue to regularize for power.

5 EXISTENCE OF EQUILIBRIA
In the standard formulation of Markov Games, the existence of

an equilibrium solution is guaranteed by Nash’s Theorem, which

shows that every finite game has a mixed Nash equilibrium. How-

ever, once we regularize for power, Nash’s theorem no longer ap-

plies because the payoff becomes a function of the strategy.

Given our power-regularized objective, we can define notions of

best response and equilibrium similar to the standard formulations.

Definition 5.1. We say that a policy 𝜋𝑖 is a 𝜆-power regularized

best response to the policies 𝜋−𝑖 , notated as 𝜋𝑖 ∈ 𝑃𝑅𝐵𝑅𝜆 (𝜋−𝑖 ), if
it achieves the optimal trade off between task reward and power

minimization in every state. That is, for all 𝑠 we have:

𝜋𝑖 ∈ argmax

𝜋 ′
𝑖
∈Π𝑖

{𝑈𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠)} = 𝑃𝑅𝐵𝑅𝜆 (𝜋−𝑖 |𝑠) .
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Table 2: The Attack-Defense Game: an opponent can take
away your utility if you play 𝑋 , but you can pay a small
cost to defend against that by playing 𝑌 .

𝑋 𝑌 𝑍

𝑋 (3, 3) (3, 2) (0, 0)
𝑌 (2, 3) (2, 2) (2, 0)
𝑍 (0, 0) (0, 2) (0, 0)

Table 3: The Larger Attack-Defense Game.

𝐴 𝐵 𝐶 𝐷 𝐸 𝐹

𝐴 (3, 3) (3, 2.5) (3, 2) (3, 1.5) (3, 1) (−2, 0)
𝐵 (2.5, 3) (2.5, 2.5) (2.5, 2) (2.5, 1.5) (2.5, 1) (0, 0)
𝐶 (2, 3) (2, 2.5) (2, 2) (2, 1.5) (2, 1) (0.75, 0)
𝐷 (1.5, 3) (1.5, 2.5) (1.5, 2) (1.5, 1.5) (1.5, 1) (1, 0)
𝐸 (1, 3) (1, 2.5) (1, 2) (1, 1.5) (1, 1) (1, 0)
𝐹 (0,−2) (0, 0) (0, 0.75) (0, 1) (0, 1) (0, 0)

Next, we define Power Regularizing Equilibrium (PRE) to be a

fixed point of the power regularized best response function and

then prove they are guaranteed to exist in any game.

Definition 5.2 (𝜆-Power Regularizing Equilibrium). A 𝜆-Power

Regularizing Equilibrium (PRE) is a policy tuple 𝜋 such that all

policies are power regularized best responses to the others. That is,

in every state 𝑠 , for all 𝑖 , we have 𝜋𝑖 ∈ 𝑃𝑅𝐵𝑅𝜆 (𝜋−𝑖 |𝑠) .
Theorem 5.3. Let 𝐺 be a finite, discrete Markov Game, then a

𝜆-power regularizing equilibrium exists for any 𝜆.

Intuitively, we prove this by constructing another game, which

we call the 𝑝-adversarial game of 𝐺 , to which Nash’s theorem

can be applied, and show that Nash equilibria in this modified

game correspond to power regularizing equilibria in the original

game. The basic idea of this game is to add adversarial players that

perturb co-players’ actions adversarially toward the ego agent with

probability 𝑝 . We define the 𝑝-adversarial game formally below and

depict the extensive form of a 1-timestep game in Figure 1b.

Definition 5.4 (p-Adversarial Game of 𝐺 at 𝑠). The p-adversarial
game of 𝐺 at state 𝑠 adds adversarial agents 𝜋𝐴

∗𝑖
𝑗

for each player

𝑖 and co-player 𝑗 . These agents are randomly given control of 𝑖’s

co-players to minimize 𝑖’s return. The game starts at 𝑠 . Nature

randomly decides with probability 𝑝 to let the adversary will take

control in this episode. Nature uniformly randomly selects an ego-

agent 𝑖 which will be the only agent to be rewarded in the game,

and uniformly randomly selects a time step on which the adversary

will take control, if the adversary gets control this episode. At that

time step Nature will, choose a co-player 𝑗 to be replaced by 𝜋𝐴
∗𝑖

𝑗

for one step. Rewards for 𝑖 are calculated as normal.

The following theorem establishes a correspondence between

the best response in the p-adversarial game of 𝐺 and the power

regularized best response in the original game. We will use this

correspondence to prove Theorem 5.3.

Theorem 5.5. Consider an agent 𝑖 in a Markov game𝐺 with time
horizon 𝑇 , and an arbitrary state s. The utility of policies in the p-
adversarial game at state s, for 𝑝 = 𝜆 is equivalent to the corresponding
policies in the original game. That is, for all 𝜋 in the original Markov
game, we have: 𝑈 p-Adv

𝑖
(𝜋𝑖 ;𝜋−𝑖 |𝑠) = 𝑈𝑖 (𝜋𝑖 ;𝜋−𝑖 |𝑠).

The proof idea is to, for a p-adversarial game on a fixed state s,

inductively argue for the equivalence starting from the last step of

the game. At each step, the set of 𝜋𝐴
∗𝑖

𝑗
for all co-players 𝑗 can be seen

as a way to compute 𝑖’s power regularization term. Throughout the

proof we use state-based rewards to simplify the notation, which

otherwise does not effect the main structure of the proof.

Proof. Base Case.Without loss of generality, assume that all

trajectories end in a single state where agents’ decisions affect

nothing. Such a state can be added without changing the power or

utility of any trajectory. At this state all policies are equally valued,

so the base case holds trivially.

Inductive Step. Assume that, at any state 𝑠′ reachable at time

𝑡 − 1 from the end, 𝑈
p-Adv

𝑖
(𝜋𝑖 ;𝜋−𝑖 |𝑠′) = 𝑈𝑖 (𝜋𝑖 ;𝜋−𝑖 |𝑠′). Our goal is

to show this equivalence also holds for states reachable at time 𝑡 .

Expanding out the definition of the p-Adversarial game, we have:

𝑈
p-Adv

𝑖
(𝜋 ′𝑖 ;𝜋−𝑖 |𝑠)

=𝑅task𝑖 (𝑠, 𝜋−𝑖 ) + (1 −
𝜆

𝑇
) E[𝑈 p-Adv

𝑖
(𝜋 ′𝑖 ;𝜋−𝑖 |𝑠

′)]

+ 𝜆

𝑇
E[𝑈 task

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′
𝐴𝑑𝑣
)]

=𝑅task𝑖 (𝑠) + (1 − 𝜆

𝑇
) E[𝑈𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠

′)]

+ 𝜆

𝑇
E[𝑈 task

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′
𝐴𝑑𝑣
)]

where 𝑠′ ∼ 𝑇 (𝜋 ′
𝑖
;𝜋−𝑖 ), 𝑠′𝐴𝑑𝑣 ∼ 𝑇 (𝜋

′
𝑖
;𝜋𝐴

∗𝑖
𝑗

;𝜋−{𝑖, 𝑗 } ), and𝑈
p-Adv

𝑖
(𝜋 |𝑠)

is the utility of agent 𝑖 given policies 𝜋 starting at state 𝑠 of the 𝑝

Adversarial game before the adversary has taken control. The first

line above follows from the definition of the 𝑝 adversarial game

and the second line follows from the inductive hypothesis. We can

continue by expanding out the definitions and rearranging terms:

𝑅task𝑖 (𝑠) + (1 − 𝜆

𝑇
) E[𝑈 𝑡𝑎𝑠𝑘

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′)]

+ 𝜆(1 − 𝜆

𝑇
) E[𝑈 power

𝑖
(𝜋 ′𝑖 ;𝜋−𝑖 |𝑠

′)] + 𝜆

𝑇
E[𝑈 task

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′
𝐴𝑑𝑣
)]

=𝑅task𝑖 (𝑠) + E[𝑈 task

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′)]

+ 𝜆(1 − 𝜆

𝑇
) E[𝑈 power

𝑖
(𝜋 ′𝑖 ;𝜋−𝑖 |𝑠

′)]

− 𝜆

𝑇

(
E[𝑈 task

𝑖 (𝜋 ′𝑖 ;𝜋−𝑖 |𝑠
′)] − E[𝑈𝑖 (task𝜋 ′𝑖 ;𝜋−𝑖 |𝑠

′
𝐴𝑑𝑣
)]
)

=𝑈 task

𝑖 (𝜋 |𝑠) + 𝜆𝑈 power

𝑖
(𝜋 |𝑠)

where the final line follows from the definition of task and power

utility. Thus, the value of policies in the p-Adversarial game at state

𝑠 time step 𝑡 is equivalent to the power-regularized value..

By induction, the equivalence holds for states reachable at any

time step. Thus, we have the desired equivalence𝑈
p-Adv

𝑖
(𝜋𝑖 ;𝜋−𝑖 |𝑠) =

𝑈𝑖 (𝜋𝑖 ;𝜋−𝑖 |𝑠). □
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Given the equivalence between the standard best response in

the p-adversarial game and the power-regularized best response in

the original game, we can return to our task of proving Theorem

5.3, to show that power regularizing equilibria of 𝐺 always exist.

Proof. Note that we can construct a tuple of policies 𝜋 which

are a local Nash equilibrium at 𝑠 in the 𝑝-adversarial game at 𝑠 by

standard backwards induction argument – noting first that this can

be done in the terminal states, and then noting that it can then be

done at each of the prior states backwards by induction.

Consider the policy 𝜋𝑖 of an arbitrary player 𝑖 , by Theorem 5.5,

𝜋𝑖 must be a power regularized best response in 𝐺 at state 𝑠 . Since

we assumed 𝑖 and 𝑠 to be arbitrary, this applies to all 𝑖 and 𝑠 . Thus

the tuple 𝜋𝑖 represents a power regularizing equilibrium of 𝐺 at all

states 𝑠 by definition. □

We have shown that the power regularizing equilibria we seek

do, in fact, exist, but moreover, Theorem 5.5 gives some idea about

a method to actually obtain them. We can find policies in power-

regularizing equilibrium by finding policies in Nash equilibrium in

the p-adversarial game of𝐺 . This intuition is the motivation behind

one of our methods, Sample Based Power Regularization, which

we introduce in Section 6.1 and empirically evaluate in Section 7.

6 METHODS
We introduce two methods for power regularization, Sample Based

Power Regularization (SBPR) and Power Regularization via Intrin-

sic Motivation (PRIM). SBPR is inspired by the p-Adversarial Game

formulation introduced in Definition 5.4; it injects adversarial data

during training by perturbing actions at each step with probabil-

ity 𝑝 = 𝜆. PRIM trains agents directly on the power regularized

objective, interpreting the power penalty as intrinsic motivation.

Agents do not share weights, but we train them together of-

fline. Our theory and methods are amenable to be combined with

approaches from ad-hoc team play [2, 24] and zero-shot coordi-

nation [12, 26], though these domains bring with them their own

challenges, so we leave it to future work to generalize this approach.

We train each agent using Proximal Policy Optimization (PPO).

The neural networks parameterizing the policy consist of several

convolutional layers, fully connected layers, a categorical output

head for the actor, and a linear layer value function output head.

6.1 Sample-Based Power Regularization (SBPR)
SBPR directly injects adversarial rollouts into the training data,

playing the p-Adversarial Game introduced in Definition 5.4. At the

beginning of every rollout, we pick an agent 𝑖 to be the ego agent

and another agent 𝑗 to be the adversary. At every timestep, with

probability 𝑝 (independent of previous timesteps) we perturb agent

𝑗 ’s action adversarially to 𝑖 . Only agent 𝑖 receives the rollout to train

on. Intuitively, this can be seen as training on the 𝑝-Adversarial

Game at random states 𝑠 .

SBPR has the advantage of simplicity but may not regularize for

power successfully if we want 𝜆 to be very small. This is because

we won’t see enough deviation examples per batch, so the gradient

signal is very high variance, which is reflected in our experiments.

Algorithm 1 Sample Based Power Regularization (SBPR)

1: procedure trainAgent(𝜋𝑖 , 𝜋 𝑗 , 𝜋 𝑗 , 𝑉𝑖 , 𝑝)
2: Collect trajectories for agent 𝑖: at each timestep, always use

𝜋𝑖 , and with probability 𝑝 use 𝜋 𝑗 , otherwise use 𝜋 𝑗 .

3: Use PPO or other RL algorithm to update 𝜋𝑖 and 𝑉𝑖 .

4: procedure trainAdversarialAgent(𝜋𝑖 , 𝜋 𝑗 , 𝑉𝑖 )
5: Collect trajectories for adversarial agent 𝑗 : 𝜋 𝑗 has one step

to act, and 𝑟𝑖 = 𝑉𝑖 (𝑠) − 𝑟 (𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠)) − 𝛾𝑉𝑖 (𝑠′).
6: Use PPO or other RL algorithm to update 𝜋 𝑗 .

7: procedure SBPR(𝑝)
8: Initialize 𝜋𝑖 , 𝜋 𝑗 , 𝜋𝑖 , 𝜋 𝑗 , 𝑉𝑖 , 𝑉𝑗 arbitrarily.

9: loop
10: trainAgent(𝜋𝑖 , 𝜋 𝑗 , 𝜋 𝑗 , 𝑝)
11: trainAgent(𝜋 𝑗 , 𝜋𝑖 , 𝜋𝑖 , 𝑝)
12: trainAdversarialAgent(𝜋 𝑗 , 𝜋𝑖 ,𝑉𝑗 )
13: trainAdversarialAgent(𝜋𝑖 , 𝜋 𝑗 ,𝑉𝑖 )

6.2 Power Regularization via Intrinsic
Motivation (PRIM)

PRIM adds a per-step intrinsic motivation reward term that penal-

izes power on the agent. Each agent’s reward function is

𝑅𝑃𝑅𝐼𝑀𝑖 (𝑠, 𝑎, 𝜋) = 𝑅𝑡𝑎𝑠𝑘𝑖 (𝑠, 𝑎) + 𝜆𝑅𝑝𝑜𝑤𝑒𝑟

𝑖
(𝑠, 𝜋)

which is precisely the power regularization objective of Eq 1.

Rather than probabilistically considering the effect of an adversary

like SBPR, PRIM considers it at every step but downweights the

effect according to 𝜆, which reduces variance.

Crucially, finding 𝑗 ’s adversarial action for 𝑖 to compute adver-

sarial power requires counterfactuals from a resettable simulator.

In the future one could try to learn the simulator instead.

Algorithm 2 Power Regularization via Intrinsic Motivation (PRIM)

1: procedure ComputePower(𝜋𝑖 , 𝜋 𝑗 , 𝜋 𝑗 , 𝑉𝑖 )

2: 𝑠′ ∼ 𝑇 (·|𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠))
3: 𝑟 ← 𝑟 (𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠)) + 𝛾𝑉𝑖 (𝑠′)
4: 𝑠′

𝑎𝑑𝑣
∼ 𝑇 (·|𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠))

5: 𝑟𝑎𝑑𝑣 ← 𝑟 (𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠)) + 𝛾𝑉𝑖 (𝑠′𝑎𝑑𝑣)
6: 𝑝𝑜𝑤𝑒𝑟 ← 𝑟 − 𝑟𝑎𝑑𝑣
7: return 𝑝𝑜𝑤𝑒𝑟

8: procedure trainAgent(𝜋𝑖 , 𝜋 𝑗 , 𝜋 𝑗 , 𝑉𝑖 , 𝜆)
9: Collect trajectories for agent 𝑖 with reward 𝑟𝑡𝑎𝑠𝑘 + 𝜆𝑟𝑝𝑜𝑤𝑒𝑟 .

10: Use PPO or other RL algorithm to update 𝜋𝑖 and 𝑉𝑖 .

11: procedure trainAdversarialAgent(𝜋𝑖 , 𝜋 𝑗 , 𝑉𝑖 )
12: Collect trajectories for adversarial agent 𝑗 : 𝜋 𝑗 has one step

to act, and 𝑟𝑖 = 𝑉𝑖 (𝑠) − 𝑟 (𝑠, 𝜋𝑖 (𝑠), 𝜋 𝑗 (𝑠)) − 𝛾𝑉𝑖 (𝑠′).
13: Use PPO or other RL algorithm to update 𝜋 𝑗 .

14: procedure PRIM(𝜆)

15: Initialize 𝜋𝑖 , 𝜋 𝑗 , 𝜋𝑖 , 𝜋 𝑗 , 𝑉𝑖 , 𝑉𝑗 arbitrarily.

16: loop
17: 𝜋𝑖 ,𝑉𝑖 ← trainAgent(𝜋𝑖 , 𝜋 𝑗 , 𝜋 𝑗 ,𝑉𝑖 , 𝜆)
18: 𝜋 𝑗 ,𝑉𝑗 ← trainAgent(𝜋 𝑗 , 𝜋𝑖 , 𝜋𝑖 ,𝑉𝑗 , 𝜆)
19: 𝜋𝑖 ← trainAdversarialAgent(𝜋 𝑗 , 𝜋𝑖 ,𝑉𝑗 )
20: 𝜋 𝑗 ← trainAdversarialAgent(𝜋𝑖 , 𝜋 𝑗 ,𝑉𝑖 )
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(a) Attack-Defense Game Action Payoffs (b) Coin Division Game Action Payoffs (c) Coin Division Game Pareto Frontier

Figure 2: Power-regularized objective values achieved by different actions in small environments.

6.3 Optimizations
On their own, both PRIM and SBPR can be slow or unstable, so we

introduce a number of optimizations.

Monte Carlo Estimates of Adversarial Power. When com-

puting adversarial power for PRIM, we use the instantiated actions

in each rollout rather than the full policies 𝜋 , effectively a Monte

Carlo estimate. This is because PPO looks at the advantages of

actions across the batch, so we need to be able to tell which actions

incur more or less power. Policies don’t give us this information

because they are constant throughout a batch; we get no differential

information. As a bonus, using actions gives a speedup by a factor

of the joint co-player action space.

Learning the Adversary. Both PRIM and SBPR require find-

ing the co-player 𝑗 ’s action that minimizes the ego agent 𝑖’s re-

ward. For environments with large or continuous action spaces,

conducting an exhaustive search may be intractable, so we learn

the reward-minimizing action: the adversarial co-player 𝑗 for ego

agent 𝑖 is trained to minimize 𝑖’s return:𝑈 𝑖
𝑗,𝑎𝑑𝑣
(𝑠, 𝑎 𝑗 ) = −𝑅𝑖 (𝑠, 𝑎) −

E[𝑈𝑖 (𝑇 (𝑠, 𝑎))] where 𝑎 = {𝑎 𝑗 , 𝜋− 𝑗 (𝑠)}. Each agent must maintain

an adversarial model of each co-player.

Using the Value Function to Approximate Return from
Rollouts. Both PRIM and SBPR require computing the value of

states after an adversarial co-player has acted. The benefit of this

trick is two-fold: one, it reduces variance because rollouts can be

extremely noisy, especially in the beginning of training, and two, it

speeds up runtime significantly.

Domain Randomization (DR). DR is useful for speeding up

and stabilizing convergence in both methods. Overcooked is a

highly sequential environment, requiring a long string of actions

to receive a reward, so it is helpful to train starting from random

states and learn the optimal policy backwards. Furthermore, cru-

cially for PRIM, DR enables accurate value estimates of states that

are off-policy and thus normally not visited. This allows agents to

learn how to recover from adversarial deviations and update their

value estimates of such states accordingly.

Normalization for the Adversary. The adversary’s objective is
highly dependent on the starting state because it only gets to act for

one timestep, thus the value is high variancewhich is onlyworsened

by DR. We reduce variance by normalizing the adversary’s reward

(a) Starting State (b) High Power Timestep

Figure 3: Overcooked Close-Pot-Far-Pot. Agents can use the
shared middle pot or their private pots. Using the middle pot
is faster but incurs high power (see (b)) where one agent can
mess up the other’s work by putting in a wrong ingredient.

by subtracting the value estimate of the starting state:

𝑈 𝑖
𝑗,𝑎𝑑𝑣
(𝑠, 𝑎 𝑗 ) = 𝑈𝑖 (𝑠) − 𝑅𝑖 (𝑠, 𝑎) − E[𝑈𝑖 (𝑇 (𝑠, 𝑎))]

where 𝑎 = {𝑎 𝑗 , 𝜋− 𝑗 (𝑠)}.

7 EXPERIMENTS
We first validate our methods in small environments where we can

compute the optimal actions and then move to larger environments.

7.1 Small Environments
We evaluate in the larger version of the Attack Defense Game

(payoff matrix given in Table 3 and power-regularized objective

values per action in Figure 2a) and another environment called

the Coin Division game. There are four agents, one "divider" agent

(P0), and three "accepter" agents (P1, P2, and P3). There are six bins

with the following assignment of agents to bins: ([], [P0], [P0,P1],

[P0,P2], [P1,P2], [P1,P2,P3]). The divider agent must allocate five

coins amongst the bins. For each bin, the agents assigned to that

bin have the option of accepting or rejecting. If everyone accepts,

everyone takes home the number of coins assigned to that bin times

the number of agents assigned to that bin. If one or more agents

reject, the coins assigned to that bin are destroyed. We consider the

divider agent’s optimal policy and assume that all accepter agents

always accept 90% of the time (per bin).

See Figure 2b for the power-regularized objective values of each

action (omitting actions which are strictly dominated) and Figure 2c
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(a) PRIM vs Baseline (Explosion) (b) PRIM vs SBPR (Explosion) (c) PRIM vs SBPR (Explosion)

Figure 4: Comparison of PRIM, SBPR, and Task-Only Baseline in Overcooked Explosion with 𝜆 = 0.0001. In some runs only one
agent is visible because the powers incurred are too small to be distinguishable after multiplying by 𝜆. Error bars are standard
deviations over 5 trials except for SBPR interact oracle which only has 3 trials.

Table 4: Experimental Results in Explosion Environment. Error values are standard deviations over 5 trials except for SBPR
interact oracle which only has 3 trials.

Name Task reward Power on Agent 0 Power on Agent 1 PR Objective Agent 0 PR Objective Agent 1

Task-only baseline 104.7 ± 0.4 139949.5 ± 171647.1 242363.6 ± 182484.0 90.7 ± 17.3 80.5 ± 18.1

SBPR 105.0 ± 0.0 297351.0 ± 148585.0 78369.8 ± 156414.3 75.2 ± 14.8 97.1 ± 15.7

SBPR INTERACT adversary 65.5 ± 16.2 174.0 ± 176.0 217.8 ± 212.6 65.5 ± 16.2 65.5 ± 16.2

PRIM 94.2 ± 0.0 138.4 ± 2.7 132.3 ± 40.5 94.2 ± 2.2 94.2 ± 0.0

for the corresponding Pareo frontier. Both PRIM and SBPR achieve

the optimal actions for values of 𝜆 sampled in the range 0 to 1.

7.2 Overcooked: Close-Pot-Far-Pot
We evaluate both SBPR and PRIM in Overcooked, a 2 player grid-

world game where the objective is to prepare and deliver soups

according to given recipes. Recipes may call for two types of in-

gredients, tomatoes and onions. Agents must collect and place all

ingredients in a pot one at a time, cook the soup, grab a plate, place

the finished soup onto the plate, and finally deliver the soup.

The action space is {N, E, S, W, STAY, INTERACT}. Depending on
where the agent is facing, INTERACT canmean pick up an ingredient,

place an ingredient into a pot, start cooking, pick up a dish, place

soup onto the dish, or deliver a soup. It’s impossible to remove

ingredients from a pot once they are placed.

We design a layout "Close-Pot-Far-Pot" with two recipes, 3 toma-

toes or 3 onions, each giving 𝑅 reward. The top agent can only

access onions and the bottom agent can only access tomatoes. Each

agent can access two pots, one shared in the center and the other

is private, inaccessible to the other agent, but further. The agents

share a reward function and a trajectory is 𝑇 steps.

In our experiments we set 𝑇 = 105 and 𝑅 = 20. An assembly line

(strategy 1) using the middle pot can produce 7 soups, one agent

independently using themiddle pot and the other using their private

pot can produce 9 soups (strategy 2), and both agents independently

using their private pots can produce 8 soups (strategy 3).

Strategy 2 maximizes task reward but incurs high adversarial

power: as shown in Figure 3b, the tomato agent can mess up the

onion agent’s soup by putting in a wrong ingredient, leading to the

onion agent making fewer soups. The state depicted in Figure 3b

is on-policy since the tomato agent must move up before turning

right to face its private pot to place its tomato there.

We compare the performance of our methods to the task-only

baseline. We compute ground truth power through an exhaustive

search for the return-minimizing action and conduct full rollouts

to evaluate resulting states. This is extremely slow so we only cal-

culate it once every several hundred training iterations. In general

rollouts are high variance so multiple trials should be performed,

but since our agents converge towards deterministic policies in our

environments, we simply determinize the policies when rolling out.

For 𝜆 = 0.25, Figure 5a shows that PRIM outperforms the base-

line of optimizing for just the task reward. PRIM also performs

better than SBPR for one agent due to its inherently lower variance

training data which makes the learning problem easier.

Next we ran a series of ablation experiments to better understand

PRIM, shown in Figure 5b. Ablating the learned adversary and

instead conducting an exhaustive search over the action space did

not make much difference on the objective value achieved. This is

expected; the goal of learning the adversary is simply to speed up

the power computation: rather than iterating over the action space,

we pay a "fixed cost" to train and query the adversary. This is is

necessary in environments with large action spaces.

Ablating normalization for the adversary’s objective did not

significantly change the objective value achieved, but it did hurt the

adversary’s convergence. Figure 5c depicts the poor convergence

for the state in Figure 3b where the optimal action is INTERACT.
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(a) PRIM vs SBPR vs Task-Only Baseline (b) PRIM Ablations (c) Adversary Policy Convergence

Figure 5: Experimental Results in Overcooked Close-Pot-Far-Pot. Error bars are standard deviations over 5 trials except for
PRIM ablate VF which only has 3 trials.

Table 5: End-of-training metrics in Overcooked Close-Pot-Far-Pot. Error values are standard deviations over 5 trials except for
PRIM ablate VF which only has 3 trials.

Name Task reward Power on Agent 0 Power on Agent 1 PR Objective Agent 0 PR Objective Agent 1

Task-only baseline 104.9 ± 0.2 217.1 ± 47.9 203.8 ± 26.1 50.6 ± 12.1 53.9 ± 6.6

SBPR 94.2 ± 0.0 118.4 ± 40.3 71.1 ± 13.8 64.6 ± 10.1 76.4 ± 3.4

PRIM 94.4 ± 0.1 86.0 ± 9.2 76.6 ± 18.6 72.9 ± 2.2 75.2 ± 4.7

PRIM ablate adversary norm 94.3 ± 0.1 80.8 ± 14.5 59.1 ± 17.2 74.0 ± 3.5 79.5 ± 4.3

PRIM ablate adversary 94.5 ± 0.2 93.6 ± 20.3 97.4 ± 27.1 71.1 ± 5.1 70.1 ± 6.6

PRIM ablate VF 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0

Finally we ablated the use of value function to approximate the

return from a rollout. We ran this experiment for the same amount

of time as the other experiments, but it was so slow it was only

able to finish 2e6 agent steps and achieved 0 on the task reward.

We summarize the results of our experiments in Table 5.

7.3 Overcooked: Explosion
In the Close-Pot-Far-Pot layout, an adversarial deviation does not

have large consequences, but power regularizationmay bemore use-

ful in high stakes events. We create a variant of Close-Pot-Far-Pot

called Explosion where we interpret the ingredients as chemicals,

the pots as test tubes, and the recipes as chemical formulas. If unlike

chemicals are mixed together, a dangerous chemical reaction causes

an explosion which incurs an immediate penalty of 𝑃 = −100, 000.
Figure 4a compares the task reward only baseline to PRIM with

𝜆 = 0.0001. Note that the blue line is hidden beneath the orange

line. PRIM converges to very low variance while the baseline has

high variance. This is due in large part to the fact that agents 0 and

1 may switch roles in who uses the shared pot so either agent may

incur the large power penalty.

Now we examine SBPR’s performance (see Figure 4b). We ex-

pected SBPR to fail since the probability of a deviation 𝑝 = 0.0001

is so low yet the explosion penalty 𝑃 = −100, 000 is so high, but

the observed performance was better than expected. However, a

significant amount of hyperparameter tuning was necessary: we

adjusted the PPO clip param and maximum grad norm down to 0.1

and lengthened the entropy schedule. Depending on the particular

hyperparameter values, the agents would either fail to optimize for

power at all or would converge on an assembly line that avoids the

explosion risk (but is suboptimal to PRIM’s solution).

As shown in Figure 4c, SBPR relies on the adversary not yet

converging at the beginning because this allows the agents to solve

enough of the exploration problem before consistently incurring

the penalty. Replacing the adversary with an agent that always

plays INTERACT (an interact oracle) causes SBPR to fail.

We summarize the Explosion results in Table 4. PRIM is the only

method that avoids incurring catastrophically high power at the

cost of a bit of task reward.

8 CONCLUSION
We defined a notion of power amenable to optimization and showed

that equilibria always exist when agents regularize for power. Next,

we presented two algorithms, Sample Based Power Regularization

(SBPR) and Power Regularization via Intrinsic Motivation (PRIM).

We validate our methods in a series of small environments and

in two variants of Overcooked, showing that both methods guide

agents toward lower power behavior. SBPR is simpler but PRIM is

better able to handle very low values of 𝜆.

There are many avenues for future work, including exploring

different definitions of power (empirically and philosophically)

and modeling multiple timestep deviations. Our theoretical results

hold for general-sum games but we have not explored general-sum

games empirically.
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