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ABSTRACT

Virtual agents interact with each other through dialogues in var-
ious types of narratives (e.g. films). In this paper, we propose an
approach on the basis of DialoGPT pre-trained language model,
which explores the impact of dialogue generation with different
levels of agents’ personalities derived from narrative films based
on the Big-Five model, as well as with three different embedding
methods. From the experimental results using automatic metrics
and human user evaluation, we investigate and analyze the impact
of different settings on narrative dialogue generation. We demon-
strate that our approach is able to generate dialogues with increased
variety that correctly reflect the corresponding target personality.
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1 INTRODUCTION

In narratives, characters or virtual agents are accountable for ex-
ecuting narrative actions to progress the storyline as well as to
convey author’s intentions [4]. Dialogue is one of those actions that
agents make use of in some popular types of narratives [24, 25],
such as films and video games. With the development of computa-
tional narrative systems over the last two decades, and a renewed
interest in Al techniques to generate dialogues in narrative con-
text, automated dialogue generation offers a mean to dynamically
communicate author-driven story elements. Over the last decade,
research in computational narratives has explored several Al-based
solutions, such as plan-based narrative structures [30, 33], whilst
dialogue-driven narratives are still hindered by the limitations of
dialogue generation [8, 9]. 1) Text realization is highly dependent
on narrative plans, which means the variations of the narrative
discourse are completed in the narrative planning stage. In this
way, it is difficult to alter the discourse in text dynamically accord-
ing to the changes of narrative elements. 2) The lexicalization in
text realization stage is based on empirical ontology of templates
and operators, which leads to limited semantic and syntactic level
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representation, and to the lack of story level styles for generated
utterances.

Existing works incorporate stylistic information by using ad-
ditional features, such as speaker profile [16, 49], sentiment or
emotions [7, 10], and tense [11], as well as controlling the style of
generated sentences by altering these features. Most research only
consider local features, i.e. features pertaining to individual sen-
tences affecting expression alteration in the scope of each individual
sentence. However, it is necessary to use higher level knowledge for
generating narrative-based dialogues, which represent the authorial
intent and provide consistency over the story generated.

In this paper, we aim to investigate the potential of enriching
agents’ dialogues in narratives by incorporating their personali-
ties using advanced Al techniques. Our main contributions can be
summarized as follows:

(1) A well parsed, segmented, and labeled dataset from IMSDb!,
which contains dialogues in screenplays, along with the
characters, scenes and proposed personality with two levels
of granularity.

(2) An approach for generating conditional dialogues by utiliz-
ing the Big-Five model based personality traits from screen-
plays. Our approach based on three embedding methods
can generate varied dialogues which are able to reflect the
selected target personality traits (Figure 1).

(3) An experiment evaluating the impact of different levels of
personality and embedding methods to dialogue generation.

In the first two sections, we present the current research back-
ground as well as previous and related works. In Section 3 and 4,
we introduce the details of our dataset and approach. We report on
the experimental results in Sections 5, along with the analysis and
findings. Finally, we discuss our findings and conclusions.

2 RELATED WORKS

Virtual Agent in Narratives

Narrative theorists often represent a narrative as consisting of
a series of events or actions done by agents [4, 37]. Therefore,
the agents and their relationships with the story are continuously
considered in narrative research. Porteous et al. [31] presented
a novel notion of a virtual character’s point of view to enable a
story to be unfolded from the perspectives of different characters.
Porteous et al. [32] used the relationship between characters to
affect the progress of the narrative as part of an Al-based planning
approach. Leong et al. [15] also used the changing relationships of
agents through stories to construct the story arcs. Matthews et al.

The Internet Movie Script Database
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Figure 1: Our approach workflow, including stages of Data Processing, Fine-tuning, and Inference.

[22] introduced an approach called MISE-EN-SCENE region (MISER)
supporting the dynamic staging of virtual characters’ behaviors in
narrative scenes.

These research explored various perspectives of agents and nar-
ratives, applying structure and event representations, though often
not accounting for the discourse level within narratives. According
to McKee [24], characters are assigned various characteristics based
on their roles throughout a story. Also, Bednarek [1] and Kozloff
[14] both agree that narrative dialogues must describe characters,
including their personality and relationships, as well as reflect au-
thorial information. Thus, in this paper, we intend to investigate
the potential of reflecting virtual characters’ personality on text
realization as dialogues within the context of narratives.

Character-centered Dialogue Generation

The main factors of speakers behind the style variety can be divided
into two categories, personality and feelings, which is based on
whether the factors are individually not varying over time and
transient occasionally [8]. For personality, speakers’ persona (or
speakers’ profile, including gender, age, profession, etc.) is the most
common feature to be modeled and embedded into dialogue systems
whether implicitly [16] or explicitly [34, 40, 47, 49]. There are also
several works [19, 21] leveraging the Big-Five model [13] to achieve
language generation variation. These works systematically explore
and analyze the correlations between nearly exhaustive linguistic
features and 5 traits of the Big-Five model. Oraby et al. [27] and Xu
et al. [44] demonstrated the ability to generate various dialogues
with the Big-Five personality.

Other works explore influence of feeling, or emotion, or affects
on dialogue generation. Huang et al. [12] trained an LSTM-based
emotional classifier for 9 emotions, which were used to generate
dialogues expressing corresponding emotions. Colombo et al. [5]
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use both categorical representation and continuous representation
in a VAD space? [38] to model six basic emotions>. Also, Buechel
et al. [2] introduce a methodology for creating almost arbitrarily
large emotional lexicons for any target language.

These works either only consider sentence-level features derived
from speakers, or focus on conversations and speakers in real life,
where the potential of the narrative dialogues with authorised and
global personalities of characters are yet to be explored.

Pre-trained Technology

Recent progress in pre-training methods has demonstrated promis-
ing results in many tasks [6, 29, 35], benefiting from attention mech-
anism and transformer structure. Among them, various approaches
have been proposed for dialogue generation. Zhang et al. [48]
adapted the pre-trained GPT-2 model [36] to DialoGPT for training
and generating multi-turn dialogues. Yang et al. [45] adapted Di-
aloGPT using word-level and sentence-level style language model
for generating dialogues with ArXiv or Holmes style , i.e. using
datasets with text from ArXiv papers and Holmes novels respec-
tively. Shen and Welch [39] proposed a counseling dialogue system
based GPT-2 which can generate sample counselor’s reflections
using dialogue history. Wang et al. [42] built a persona-based chat-
bot by fine-tuning DialoGPT and Roberta [18]. Zhong et al. [50]
proposed a bert-based [6] response selection model with persona
to improve empathetic conversations.

2Valence, Arousal, and Dominance.
3 Anger, disgust, fear, joy, sadness, and surprise.
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Table 1: Characteristics of the selected and parsed IMSDb
dataset used in this paper.

Genre [ Dialogue [ Turn [ Character

Action 103k 317k 7.1k
Drama 245k 785k 14.3k
Romance 81k 263k 4k
Thriller 134k 423k 8.5k
3 DATASET

3.1 Processing

The dialogues are taken from IMSDDb similarly to Winer and Young
[43] where they demonstrated that rich narrative knowledge can
be extracted from screenplays. We create a heuristic-based process-
ing of screenplays to recognize and segment a series of elements,
including dialogue, character, transition, staging direction. Con-
sequently, each screenplay is parsed into dialogue sessions based
on the transitions stated within the screenplays, along with corre-
sponding character (speaker) for each utterance, and categorized
by genre. More specifically, each resulting large dialogue session
is split into several dialogues for training, whilst ensuring each
dialogue is always taking place between two characters. In this pa-
per, we use dialogues composed of between 2 to 6 turns. All parsed
dialogues are generated from 4 major narrative-rich genres: Drama,
Romance, Action, and Thriller, which are split into training set and
evaluating set with a ratio of 90% and 10% respectively (Table 1
shows the dataset’s statistics).

3.2 Personality Definition

According to narrative theories [24], the personality of characters
in a single narrative is set by the author and should remain con-
sistent throughout. Therefore, we hypothesize that the personality
of a certain character in a film remains consistent. We use the
properties of the Big-Five model [13] (a.k.a. the “OCEAN” model, a
widely acknowledged alias of the Big-Five model) to define char-
acters’ personalities. We specifically select three primary traits
(Extraversion, Emotional stability, and Agreeableness, abbrevi-
ated as Extra, Emoti, and Agree) according to the results of principal
component analysis (PCA) of the training datasets. Here, we keep

0.00 0.00 0.00

Extra Difference

Emoti Difference
Agree Difference

-0.25 -0.25 -0.25

-0.50 -0.50 -0.50

-0.75 -0.75 -0.75

-1.00 -1.00 -1.00

Figure 2: Character personality difference between film-level
personality and average scene-level personality.
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Table 2: Character Personality Matching Rate between Film
and Scene Average.

2/3
41.6%

1/3
17.92%

0/3
3.05%

[ 3/3
Prop. | 37.43%

the name of each trait following [13, 21]%. Each utterance in the
dialogue session is labeled with High, Medium, or Low for each of
the 3 traits according to their character’s personality score using
the personality recognizer from [21]. This score is here calculated
from all the utterances spoken by a single character for a complete
screenplay, representing a film-level overall personality score for
this character. This score is defined in the range 1 to 7, which is then
divided into 3 sub-ranges: Low in the range lower than 3.8, Medium
in 3.8 - 4.2, and High in the range greater than 4.2. For instance, for
the extraversion trait, the label Low denotes more introvert and the
label High denotes more extravert.

The personality score for a given screenplay changes over the
course of the dialogues progressing, quite significantly sometimes.
Thus, we calculated personality scores and labeled work at the
more granular scene level (i.e. to calculate the trait scores from
all the utterances spoken by a single character within each scene)
as a finer-grained scene-level personality. To compare differences
between film-level personality and scene-level personality of each
character, we first calculated a weighted normalized average of
each character’s scene-level score depending on the word count of
utterances for each scene and label characters’ personalities with
these scores. Then, we compared the matching rate on the trait
labels between film-level personalities and scene-level personality
average. Table 2 shows that there are 79% of characters who have at
least 2 out 3 (2/3) trait labels matching. For each trait, there are over
50% of characters whose difference between average scene-level
personality and film-level personality is less than +0.25 (Figure 2).

4 APPROACH
4.1 Problem Formalization

Our aim is to generate an utterance response that corresponds to
a given dialogue context and a representation of composite target
personality traits.

We trained our model based on GPT-2 [35] and DialoGPT [48]
architectures, which are both adopted from the generic transformer
language model [41]. GPT-2 uses a series of masked multi-head self-
attention layers to train on a huge amount of web data and is able to
be fine-tuned for multiple downstream NLP tasks. Following GPT-2,
DialoGPT models a multi-turn dialogue session as a long text and
frames the generation task as language modeling on an enormous
dataset collected from Reddit. The performance of these language
models has demonstrated that self-attention based transformer
language model has capacity to illustrate the distributions of natural
language.

Therefore, we first use the standard language model as our back-
bone model. Here, we denote all dialogue turns (utterances) in a

“Particularly, the trait “Emotional Stableness” in the Big-Five model refers to trait
“Neuroticism” in OCEAN model. While “Extraversion” and “Agreeableness” are labeled
the same.



Session 2E: Humans and Al Agents

AAMAS 2023, May 29-June 2, 2023, London, United Kingdom

Transformer .
Combined Context Embedding
Textual Transformer Linear Outputs
. Target Personality Opretrain
Embeddmg Embedding (Combined)
Context Embedding Transformer
Separately Dpretrain
Composite Linear H Outputs ]
Em bedding Target Personality Transformer
Embedding (Composite) ®random
Masked Context Embedding TranSformer
Multi-head SEparateW Opretiain
Attention Trait Linear H Outputs J
Em beddmg Target Personality Transformer
Embedding (Split) ®random

[ Context Embedding ] [ Tarii:;ee;sdoi:;llty J

i

Extra Embedding

Emoti Embedding

Agree Embedding

I+I+I

Figure 3: Our framework. The basic Transformer inherited from prior works on the left. The 3 methods for embedding characters’
personalities are presented on the right. Each transformer has the same configuration and uses initialized parameters from

pre-trained DialoGPT or randomization as noted.

session Dialogue = {1, ..., Ti-1, Tj, ..., T }, where the first i — 1 turns
are set as context(C), and the next turn T; as the response(R). So
the conditional probability of P(R|C) is the product of a series of
conditional probabilities:

n
P(RIC) = [ | P(TIT;, . Tim1)
=2

1

As prior work about conditional dialogue generation [5, 12, 45,
49] introduced, in our work, we extend the standard language model
by incorporating our target personality Psn, which specifically leads
to P(R|C”), where C’ = {C, Psn}. And we set our personality-based
objective using the negative log-likelihood loss following DialoGPT:

Lnrr = —logP(R|C") (2)

4.2 Personality Incorporation

We incorporate target personality Psn into our dialogue system
using three different methods.

First, use a naive method which is to treat the target personality
as another turn of dialogue in text, referred to combined textual
embedding (CTE). For this representation, we explicitly set the per-
sonality with the labels of the three specific traits in the following
order Extra, Emoti, Agree. Then, the personality is concatenated
with context as the input sequence, which is then fed in a trans-
former initialized with pre-trained parameters (Figure 3).

The second method is to embed context and target personality
separately, referring to separately composite embedding (SCE). For
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this representation, we treat each personality with 3 traits as a
composite, and label all personalities as Psn;(i = 0, 1, .., 27(3°)).
Instead of feeding context embedding and target personality em-
bedding independently into on single transformer as Zheng et al.
[49], we use these two embeddings as input into two same trans-
formers respectively like Mazare et al. [23], but with different initial
parameters as Figure 3 shows.

Final and third method is to represent target personality from
a finer-grained aspect, which sets an embedding for every single
trait, then builds the target personality embedding that is a sum
of three trait embeddings following Zheng et al. [49], named as
separately trait embedding (STE). The neural network modules are
set in the same configuration as in the second method (Figure 3).

5 EXPERIMENT

5.1 Experiment details

Three different scales of pre-trained DialoGPT models are pro-
vided with total parameters of 117M, 345M, and 762M respectively.
Here we use the 117M configuration to fine-tune and evaluate our
approach. We conduct fine-tuning process from the original Di-
aloGPT on our datasets for 2 epochs following parameters setup®
with manually optimized hyperparameter values, and select the
models with the lowest values of evaluating loss and perplexity
during fine-tuning.

Shttps://github.com/microsoft/DialoGPT
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Figure 4: (a) Results of personality identification for generated dialogues on the overall aspect with trait matching accuracy,
for both film and scene levels. (b) Trait aspects with identified scores. For each aspect, the first row shows the results with
scene-level personality, and the second row shows the results with film-level personality. All results are grouped by embedding

methods.

We conduct experiments to evaluate our proposed models, from
the perspective of personality identification and variety. We se-
lected 50 utterances from various genres of films which are not
included in our dataset as input seeds for the generation process.
Based on each seed, 3 more successive utterances were generated
with 1 of 8 target personalities (to simplify the process of evalu-
ation, we set the target personality with High and Low labels for
each trait, removing Medium, i.e. 8 combinations of target person-
alities in total) to generate a 4-turn short dialogue. This process of
generation is repeated 15 times for each seed across all 8 target per-
sonalities using 4 different embedding methods (CTE, SCE, and STE
introduced in the previous section plus SDG for StyleDGPT [45]).
Therefore, 6,000 (15% 50 8) sets of dialogues are generated for each
personality embedding method, per level of personality and per
genre. We present a selection of generated samples by personality
combinations in Section 5.5.

5.2 Personality Identification

We first evaluate whether the generated dialogues reflect the “cor-
rect” personality. All the sentences generated with the same target
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personality are assembled and evaluated by the same tool as per
for labeling.

5.2.1 Trait Matching Accuracy. To evaluate the extent of the model’s
ability to generate dialogues with the matching personality, we use
the same scale to label the calculated personality for generated
dialogues and then compare these labels with the given target per-
sonality labels, trait by trait. For example, in Figure 4 (a), “3/3”
denotes all 3 trait labels match between the target personality and
the identified personality from generated dialogues, while “0/3”
denotes that none of them match.

In Figure 4 (a), we show an overall personality identification
accuracy with two levels of personality and three embedding meth-
ods. From the perspective of scene-level personality, we notice that
using both SCE and STE, over 80% of target personalities across 4
genres can be correctly identified, with all three correct identified
traits (3/3). And almost all target personalities with at least two
traits are correctly identified. The identification accuracy of SCE
and STE is significantly higher than CTE and SDG, which has more
than 40% personalities with all three traits correct and at least two
traits correct. From the perspective of film-level personality, we can
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Table 3: Statistics of generated dialogues grouped by personality level and embedding method. (T denotes the expectation of

greater numbers, and | that of lower numbers.)

Personality Embedding Sent Word Word-Sent Bleu 12 Bleu 12 Edit Semantic

Level Method Count Count Ratio (dialogue)T (utterance)T Distance Similarity]
CTE 1.391 10.695 7.755 5.596 2.386 0.764 0.209
film SCE 1.354 10.130 7.515 5.40 2.317 0.764 0.207
STE 1.343 9.910 7.395 5.303 2.227 0.766 0.204
SDG 1.299 8.498 6.622 5.161 2.121 0.768 0.197
CTE 1.371 10.430 7.672 5.310 2.287 0.764 0.204
scene SCE 1.359 10.131 7.469 5.125 2.191 0.764 0.205
STE 1.336 9.623 7.185 4.932 2.074 0.766 0.200
SDG 1.291 8.493 6.665 5.122 2.075 0.768 0.193
original DialoGPT (117M) 1.275 12.346 10.021 4.988 2.154 0.753 0.236
written screenplay 1.730  13.202 7.504 N/A N/A N/A N/A

also obtain the similar observation that SCE and STE have better
performance than CTE and SDG.

Comparing the performance between scene-level and film-level
personality (Figure 4 (a)), it is easy to be aware that scene-level
personality contributes more positive impact on personality identi-
fication rather than film-level one, where more personalities with
all three traits can be correctly identified.

5.2.2  Trait Comparison. Figure 4 (b) shows the scores of identified
personalities on a finer-grained trait aspect. With the target labels
for each trait, the differences in the scores between the high and
low are the focuses of interest, where a more significant difference
means the dialogues can be identified more correctly, i.e. the identi-
fied scores with high label are expected to be higher than the ones
with low label.

From trait perspective, we observe that the trait extroversion
is the most correctly identified trait among all three traits with
the great difference of score distribution between two labels and
a small box (smaller box and shorter whisker denote the trait can
be identified more steadily), especially with scene-level personality.
While the other two traits have similar score distributions.

5.3 Analysis on Variety

Our findings for the generated dialogues are presented in Table 3.

For each generated turn of 4-turn generated dialogue (excluding
the first turn, i.e. the seed), we count the number of sentences and
the number of words, as well as calculate the word-sentence ratio.
We compare the results of our approach with different settings,
the generated dialogues from the original DialoGPT, and randomly
collected dialogues from our dataset (written screenplays). We ob-
serve the sentence counts of our approach as well as SDG are more
than dialogues from the original DialoGPT, but much less than the
written screenplay. And the word counts per turn are around 10
words, which is less than DialoGPT and written screenplay. This
observation probably indicates that attempting to correctly control
the target personality of dialogue tends to cause losing some of the
abilities of the generation.

We also evaluate the variety of dialogues generated by our ap-
proach by calculating the edit distance and semantic similarity.
More precisely, for all generated dialogues with same seed and
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same target personality (For DialoGPT, only the seed controlled),
we calculate the edit distance (normalized by text length with range
0 to 1) using Levenshiten distance, and semantic cosine similar-
ity (with range -1 to 1) using Universal Sentence Encoder [3] for
these dialogue pair-wisely. We observe that the dialogues generated
with personality control are able to provide higher edit distance,
as well as lower semantic similarity. This observation indicate that
adding personality is able to generate dialogues with more variety
given the same seeds from surface text perspective and semantic
perspective.

Furthermore, we use Bleu [28] (n=1,2) as a representative of
word-overlap metrics, to evaluate generated dialogues against the
sole reference from original screenplay. We apply Bleu metric on di-
alogue level and utterance level evaluations. As the results shown in
Table 3, from personality level aspect, the Bleu scores for film-level
personality are higher than the ones for scene-level personality.
Also from embedding method aspect, CTE reaches highest Bleu
scores in either personality level. Normally higher Bleu scores in-
dicate that the generated samples and the reference(s) share more
overlapped n-gram words. However, in our case, we noticed that
the settings achieve higher Bleu scores (film-level personality, CTE)
have lower personality identification accuracy (see Figure 4 (a)).
This observation is understandable, because generations with differ-
ent personality combinations are more similar to the sole reference
also denotes they are more similar to each other. Therefore, the
difference of personalities is less likely to be reflected accordingly.
Considering this analysis, we argue that such word-overlap based
metrics are less applicable in our case. We also consider that for
open-domain creative content generation, to chase higher scores
by such metrics would to some extents frame the diversity of gen-
erations [17], especially in the case where there is a lack of golden
references.

5.4 Human Evaluation

We conducted a human evaluation to score dialogue quality and
personality identification accuracy. We recruited native English
participants (N = 13). We selected two input sentences per embed-
ding method per personality level and per personality combination
(to simplify the process, two extreme combinations were selected in
evaluation) for generation with personality, thus 2 X 4 X 2 X 2 = 32
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Figure 5: The score distribution of dialogue quality with dif-
ferent settings. They are divided into two categories: genera-

tions with (left) or without personality (right).

dialogues generated. All participants were asked to score each dia-
logue with 4 questions regarding dialogue quality and characters’
personalities (e.g. from bad to good for quality, and from intro-
vert to extravert for personality trait) on the 5-Likert scale. For
instance, we assigned option “Strongly Extravert” as score 2, while
option “Strongly Introvert” as score -2. Particularly, we set some
groups without embedded personality for comparison, where NOP
denotes dialogues generated using fine-tuned DialoGPT on our
corpus with no personality, GPT denotes dialogues generated using
plain DialoGPT, and ORG denotes dialogues collected in original
screenplays. Each of these groups contains 2 dialogues, which are
started with the same input sentences as generations with person-
ality.

The results for dialogue quality evaluation are presented in Fig-
ure 5. Overall, we notice that the groups with personality (left) re-
ceived lower quality scores than those without personality (right).
Within generations with personality, CTE and STE have higher
scores than SCE and SDG. On the other side, it is observed that
the dialogues collected from original screenplays (ORG) receive
the highest median and mean scores. While NOP has significantly
higher median and mean scores than GPT, which indicates that
fine-tuning DialoGPT on our corpus is able to increase the quality
of generation.

We also present personality identification results in Table 4. We
notice that CTE and SCE have 2 trait comparisons with significant
p-values (differences), and SDG has 1 significant p-value. Overall
almost all comparisons (except STE extra vs. intro) have p-values
lower than 0.3, which tends to indicate human participants are able
to identify personality traits towards a correct direction.

5.5 Examples

We present several examples of dialogues generated with the setting
that reach the best performance (scene-level, and SCE), given the
same input seed (statement) and on 8 personalities (Table 5). And in
Table 6 we present examples with another input seed (question) on 2
extreme personalities. All examples are selected from the dialogues
generated by the model trained on the Drama dataset, and they
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Table 4: 1-tail T-test results for personality identification
evaluation by human. For each embedding method, the T-
test results and p-values are calculated with both scene-level
and film-level personality. Each group contains 52 (13 X 2 X 2)
scores. The digits in bold denote significance (<0.05).

embed setting setting #1  setting #2 pairwise
method #1 (nos.) vs #2 (nos.) mean (std) mean (std) | t-stats p-value
extra (52) vs intro (52) | 0.48(0.85) 0.39(0.89) | 056  0.287
CTE emoti (52) vs neuro (52) | -0.35(1.14) -0.69(0.88) | 1.74  0.042
agree (52) vs disag (52) -0.25(1.08)  -0.73(0.97) | 2.48  0.007
extra (52) vs intro (52) 0.5(0.87)  0.39(0.91) | 0.66  0.256
SCE emoti (52) vs neuro (52) | -0.14(1.22) -0.65(1.08) | 2.29  0.012
agree (52) vs disag (52) | 0.40(1.11) -0.33(1.08) | 3.41  0.0005
extra (52) vs intro (52) | 0.37(0.93)  0.69(0.78) | -1.94 0.973
STE emoti (52) vs neuro (52) | -0.15(1.07) -0.40(0.96) | 1.26  0.106
agree (52) vs disag (52) | -0.08(1.06) -0.27(0.87) | 1.01  0.157
extra (52) vs intro (52) | 0.33(0.68)  0.19(0.84) | 0.90  0.186
SDG emoti (52) vs neuro (52) | -0.08(0.97) -0.58(0.83) | 2.84  0.003
agree (52) vs disag (52) -0.27(0.99)  -0.46(0.98) | 0.99  0.161

are expected to take place between two characters as the dialogue
structure in dataset.

6 DISCUSSION

According to our results, we observe that the accuracy of scene-level
personality is improved compared to film-level personality, with the
possible reason that the overall labeled personality could not match
a finer-grained utterance perfectly. However, based on narrative
theories, a character’s personality is supposed to remain consistent
across the story duration. Currently, we only leverage the dialogues,
characters and transitions to define the personality, discarding some
other elements of screenplays, such as staging or directions. These
elements also contain information reflecting authorial intentions,
which could be used to assign the scenario context of dialogues and
affect story progression specifically at a higher-level of representa-
tion of the narrative plot. These knowledge could be modelled either
as an embedding or a classifier, ensuring to leverage updated larger
language models (e.g. ChatGPT[26]) for the generation process.

We also note that linguistic features of personality are indirectly
reflected in speaking or writing [8]. This might also be the reason
of an observation that readers vary significantly in their judgments
of personality in text [20]. In fact, we notice that there exist some
deviations of the results between automatic evaluation and human
evaluation. For example, in automatic evaluation, CTE and SDG do
not have an expected high accuracy of personality identification
compared with STE, while they have more significant differences
than STE in human evaluation.

7 CONCLUSIONS

We propose a corpus and an approach for generating dialogues
using pre-trained neural networks in the context of narrative films,
with target personalities derived from the characters in screenplays.
We use two levels of personality and 3 embedding methods to
reach these results. From the presented results, we demonstrate that
our approach is able to generate dialogues with the correct target
personality, by separately embedding the personality (SCE) and
using half pre-trained transformer framework. Also, by fine-tuning
pre-trained language model on our corpus, dialogues with increased



Session 2E: Humans and Al Agents AAMAS 2023, May 29-June 2, 2023, London, United Kingdom

Table 5: Examples of generated dialogues from the full range of personality trait combinations (8 separate ones).

(Extra, Emoti, Agree) Turn1(Seed): All I'm asking is enough gas to get me to New York. The bag’s worth twenty-five dollars.

Turn2: Well, that’s a lot to ask. And it’s not that far out. And the food there is the same.

Turn3: It is for a friend, but thank you, I"’ll get a couple of them, and a couple of the bags for the kids.

Turn4: The kids. What the hell are you doing?

Turn2: What’s that for? You can ’t do that to my bag.

Turn3: You know what the bag is worth to you at five thousand dollars a year and you can ’t do that to that one
anymore.

Turn4: I can ’t do that.

Turn2: Twenty five, what? It’s just a little something, I think? That I got a couple other guys on this. And we’re going
out to lunch - I think, you know, if you really want to get some coffee, that I could come out here and work out some
food...

Turn3: You think I'm serious?

Turn4: No. I'm just saying...

Turn2: Twenty-five dollars?

Turn3: To make it to New York, then back to New England. That’s it. I want to go back. And I want to go in a city... I'm
gon na find myself somewhere in a city. Where are we going?

Turn4: The city.

Turn2: Yeah. That’s a good idea.

Turn3: You think they can get out?

Turn4: Yeah.

Turn2: You're kidding. You’re making it up.

Turn3: You're so crazy. You can 't {** believe it.

Turn4: I can ’t believe it either. You ’d think that I ’d be drunk. I'm just a kid.

Turn2: I'm trying.

Turn3: You’re not trying, son. You can 't just walk around the city with no gas on your hands.

Turn4: I can ’t.

Turn2: I don ’t think it has to be.

Turn3: I'm telling you, it does.

Turn4: No, no. There’s too many of them, too. You’ve got one... and it sucks. It’s no good.

(high, high, high)

(high, high, low)

(high, low, high)

(high, low, low)

(low, high, high)

(low, high, low)

(low, low, high)

(low, low, low)

Table 6: Generated dialogue examples from the two extreme personality trait combinations.

(Extra, Emoti, Agree) Turn1(Seed): What on earth do you think the baby will be doing?!

Turn2: It’s all right, man, I mean he’s a little old one. He ’ll grow outa that, it’s just a baby.

Turn3: I'm going. You Il have to stay for the baby.

Turn4: It’s all right, man, we 1l get it over with.

Turn2: In the future, the baby is not a person to begin with, and so no one will recognize it until, so that the child can
be the best person we can think of now.

Turn3: I believe you. In twenty years the child will be as intelligent as the mother, the father, the child’s mother, the
child’s father.

Turn4: Then he will be a son of God.

Turn2: I don ’t know, it was just a thought...

Turn3: What you have to do is ask Mommy what the baby’s name is.

Turn4: I can 't do that! I don 't know it.

Turn2: I don ’t know. You can 't have your own son and your son will never see the world.

Turn3: What about the baby? What about him?

Turn4: I don ’t know if he was born yet.

(high, high, high)

(high, high, high)

(low, low, low)

(low, low, low)

variety can be generated on surface-text level and semantic-level
compared with the original DialoGPT.

We acknowledge that research in conditional dialogue genera-
tion is a developing topic with enormous challenges to effectively
represent and convey the desired conditions. Our research demon-
strates the potential of such approach to investigate stylistic di-
alogue generation based on attributes of agents within the con-
text of narratives. It could also be used to investigate the relation
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between the presentations of these attributes from narrative per-
spective and the embedding methods from technical perspective.
As a character is a personified individual that entails human-like
properties [24, 46], we believe that to enrich the representations of
an agent’s attributes in natural language could benefit products of
narratives. For example, a virtual agent in a narrative-based video
game could utter with more believable responses if they is incorpo-
rated rich attributes. Moreover, this can be a process working in
real-time through leveraging deep learning techniques.
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