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Figure 1: The experimental setup. A) shows the experimenter controlling the Wizard-of-Oz interface. B) shows the two IVAs
from the participant’s point of view in Virtual Reality. C) shows a potential participant during the experiment.

ABSTRACT
Racial bias, implicit or explicit, is still a widespread phenomenon
in our modern society, negatively affecting the way we interact
with foreigners. These biases can also lead to the general tendency
to avoid encounters with foreigners, which has a critical impact
on society as a whole. This paper presents an approach to reduce
implicit and explicit racial bias using two Intelligent Virtual Agents
(IVAs) in Virtual Reality (VR). Based on previous research from
social psychology and the field of enculturated IVAs, a sympathetic
East African-German mixed-cultural IVA, and an antipathetic Ger-
man mono-cultural IVA were implemented to interact with the
participants in a virtual pub quiz. Pre- and post-intervention mea-
sures of participants’ implicit and explicit bias showed a significant
decrease in both scores. This work demonstrates the capability of
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enculturated IVAs to reduce real-world racial biases and sets the
base for cultural interventions with IVAs.
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1 INTRODUCTION
While meeting people of different cultural backgrounds was limited
to holiday and business trips in the past, it has long since become a
part of our everyday lives. Globalisation and migration contribute
to an increasing cultural diversity worldwide, which leads to both
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manifold opportunities as well as new and demanding challenges.
One challenge people face when migrating to a new country is
the adaptation to the new host culture. This adaptation usually
manifests itself by partially taking on customs and beliefs of the
host culture while also incorporating traits of the original culture.
This leads to the development of a mixed-cultural background that
is often easily recognised by members of the host culture, due to its
distinct markers in the respective person’s appearance, non-verbal
behaviour and speech.

Since some of these cultural markers are difficult to conceal (e.g.,
non-native accents when learning a new language), mixed-cultural
individuals have to deal with being perceived as such. Recent events
in Germany have shown that not all mixed-cultural individuals are
perceived and treated alike. While the public support for Ukrainian
refugees after the start of the war in 2022 is very high in Germany,
people seem to show less empathy towards refugees from more
distant countries, as during the refugee crisis in 2015. This is in line
with research on the behaviour towards cultural outgroups versus
cultural ingroups, which reports a more positive perception of the
latter [6].

With a total of 1.2 million refugees from mostly Arabic and East
African countries that migrated to Germany between 2014 and
2021 [7, 46, 54], it is very relevant to mitigate prejudices and biases
towards people of these less familiar cultural groups in Germany.
While some might explicitly express their racial bias towards these
mixed-cultural individuals, others might have an implicit racial
bias without being aware of it. Both forms of racial bias are known
to negatively affect one’s behaviour towards foreigners [13, 14]
which results in subsequent negative effects on society as a whole.
Therefore, it is important to address this issue in education and
interventions to raise cultural awareness.

However, cultural interventions with real human interlocutors
are costly, not scalable and unsteady, as they rely on the consistency
of the confederates. Intelligent Virtual Agents (IVAs) in contrast,
represent a promising form of interaction partners, since they are
cost-effective to design, and provide training scenarios without
exposing the participant. Additionally, solutions with IVAs that
raise cultural awareness can be distributed on a large scale.

Building on previous research from the social sciences and the
field of enculturated IVAs, this paper describes the implementation
of a prototype of a VR-based interventionwith one sympathetic East
African-German mixed-cultural IVA and one antipathetic German
mono-cultural IVA, and investigates whether participants’ implicit
and explicit bias can be reduced.

2 THEORETICAL BACKGROUND OF SOCIAL
PSYCHOLOGY

In their daily life, people tend to differentiate between members of
their ingroup and outgroup members. Ingroup members are usu-
ally rated high on the two dimensions warmth and competence
while outgroup members are only rated high on one of the two
dimensions [59]. In general, ingroup members, whether the shared
identity is based on religion [53], politics [45], or even on the ran-
dom assignment to a group [55], are perceived more positively than
outgroup members, which is known as ingroup favoritism [15, 58].
As this also holds true for people belonging to cultural outgroups

[6, 61], foreigners often have to deal with prejudice and implicit
or explicit racial bias when moving to a new country. Since these
attitudes do not only have negative effects on the individuals in
question [13, 14], but also on the respective society’s social cohesion,
research in the social sciences has investigated how these biases
can be mitigated (see [14] for an overview). In modern society, ex-
plicitly formulating negative statements about Blacks or people of
colour is generally avoided because of social desirability and most
people’s self perception of being egalitarian and non-prejudiced
[12].

While the mitigation of these rarely formulated explicit racial
biases is usually tackled by presenting counter-stereotypical infor-
mation about the respective group [12, 50], themitigation of implicit
racial biases is more complex. Since most people are unaware of
potentially having an implicit racial bias, the mere assessment of it
is challenging as self-reports or questionnaires can’t be used. The
most established way to measure implicit biases of any kind is to
use the Implicit Association Test (IAT), which was developed by
Greenwald et al. [16]. It measures the differential association of
two target concepts with an attribute by assessing the participants
reaction times. The concept behind the test is that the more asso-
ciated the two presented stimuli are, the shorter the participants’
reaction time is. Using the IAT as a measure, numerous attempts
have been made to reduce implicit racial bias, as outlined in the
following subsections. While the attempts to reduce implicit racial
bias in the area of social psychology are manifold (e.g., through
imagining contact with the cultural outgroup, appeals to egalitarian
values, or inducing of emotion [14]), the following section focuses
on the exposure to counter-stereotypical exemplars and the iden-
tification with the cultural outgroup since these two approaches
could especially profit from the interactive nature of IVA-based
interventions.

2.1 Exposure to Counter-Stereotypical
Exemplars

One promising approach to reduce implicit racial bias seems to be
the exposure to counter-stereotypical exemplars of the respective
group.While the sole exposure of participants to positive exemplars
of a different cultural background has been shown to effectively
reduce implicit racial bias in some interventions [9, 34], it appeared
to not be sufficient in others [30]. Adding negative examples of
the participants’ cultural ingroup however, seems to result in a
more reliable reduction of implicit racial bias. Joy-Gaba and Nosek
showed in an experiment that by exposing participants to admired
Black and negative White exemplars the participants’ implicit pref-
erence for Whites did significantly decrease [26]. A study reported
by Lai et al. successfully reduced implicit racial bias by letting the
participant play a dodge ball game in which all of their teammates
were Black and positive and all of their opponents were White and
negative [30].

2.2 Identification With the Cultural Outgroup
Another approach that has proven to effectively reduce implicit
racial bias is the increased identification with cultural outgroups.
Brannon and Walton conducted a study in which Americans inter-
acted with Latino-American confederates that pretended to share
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previously assessed interests with the participants to evoke the
feeling of social connectedness despite being a member of a cul-
tural outgroup [5]. The results reveal that the intervention with the
confederates triggering social connectedness led to a significant
decrease of the participants’ implicit racial bias towards Latino-
Americans. Another study that aimed at increasing the identifica-
tion with a cultural outgroup was conducted by Hall et al. [19]. In
the experiment participants were asked to list overlapping charac-
teristics they would assign to both White and Black people. The
authors showed that this task led to blurred intergroup bound-
aries between the participants and the cultural outgroup, which
resulted in a significant decrease of implicit racial bias towards
Blacks. Woodcock and Monteith were able to show that even by
generating a fictional new ingroup by putting White participants
in teams with Black individuals before completing a computer-
mediated task, the participants’ implicit racial bias towards Blacks
decreased significantly [62].

Conclusion from the Theoretical Background. Out of the various
attempts to mitigate racial bias, the exposure to positive exem-
plars of the cultural outgroup and to negative exemplars of the
cultural ingroup, as well as an increased identification with the cul-
tural outgroup have shown promising results. However, as some of
the interventions presented above rely on the interaction with hu-
man interlocutors, these solutions are costly and dependent on the
confederates’ performance. Furthermore, even though the interven-
tions have been shown to lead to a reduction of implicit racial bias,
it is not clear how long this effect persists within the participants.
In order for a long term reduction of racial bias to develop, repeated
interventions might be necessary, which entails logistic challenges
and an even greater dependence on the confederates’ consistent
performance. With IVAs being able to act as social interaction part-
ners in cultural scenarios, they represent a promising tool in the
aim of mitigating racial bias. Relying on successful techniques de-
rived from social psychology, they could constitute a cost-effective
solution to reduce racial bias - enabling realistic multicultural social
situations while profiting from the adaptability and scalability of
digital systems. With immersive technologies such as VR, the effect
of such an intervention is supposedly even stronger.

3 RELATEDWORKWITH IVAS
IVAs have been shown to be successfully used as social interac-
tion partners, since they mostly trigger perceptions and behaviours
congruent with those observed in human-human interaction (e.g.,
[43, 51, 52]). This has also led to a growing number of research
efforts that implement IVAs as interaction partners in cultural sce-
narios.

Rossen et al. conducted a study in which they evaluated whether
IVAs can elicit racial bias congruent with the participants’ real
world racial bias [49]. They assessed the participants’ empathy
towards a White and a Black IVA and the participants’ implicit
real-world racial bias towards Black people using the Implicit Asso-
ciation Test. Their results reveal a significant correlation between
the participants’ empathy towards the White IVA and their implicit
racial bias towards Black people. This suggests that IVAs are suit-
able for triggering racial biases consistent with real world racial
biases.

3.1 Implementation and Perception of
Mixed-Cultural IVAs

Exploring the design and subsequent perception of enculturated
IVAs, numerous studies have investigated the role of different ex-
ternal culture-specific markers, such as appearance (e.g., [20, 56]),
non-verbal (e.g., [28, 29, 31, 33]) and verbal behaviour (e.g., [39, 41]).
However, research investigating mixed-cultural backgrounds in
IVAs is rare.

Adapting the appearance, the verbal and non-verbal behaviour of
an IVA to resemble an Arabic-German mixed-cultural background,
Lugrin et al. were able to show that participants adapt their own
verbal and non-verbal behaviour when interacting with the IVA in
a way that is congruent with human-human interaction [32].

With speech being one of the most important markers of mixed-
cultural individuals [1], there have been several studies specifically
investigating non-native speech with IVAs.

Obremski et al. conducted a series of perception-based studies
to examine the role of non-native speech in the development of
mixed-cultural IVAs. Conducting two studies on the perception of
IVAs making grammatical mistakes typical for non-native speakers
in either English or German, they identified thresholds of language
proficiency below which IVAs are consistently perceived as non-
native speakers of English or German [41, 42]. For the English
speaking IVA they found that when it omits at least 50% of the
articles and prepositions or when it uses the infinitive form of 50%
of the conjugated verbs in a text, it is consistently perceived as a
non-native speaker of English. For the German speaking IVA they
found that when it misplaces at least 10% of the words or when it
uses the infinitive form of 25% of the conjugated verbs in a text, it
is consistently perceived as a non-native speaker of German.

Investigating anothermarker ofmixed-cultural speechwith IVAs,
Obremski et al. compared the perception of non-native accents in
English and German using synthetic and natural speech [38, 39]. For
the English speaking IVA their results revealed different effects of
synthetic and natural speech, depending on the non-native accent
used. For the German speaking IVA they were able to show that the
synthetically generated non-native accents performed equally good
to the natural non-native accents in almost all aspects, endorsing
the use of synthetic speech for the implementation of German
speaking mixed-cultural IVAs. In another study they were able to
further support these findings with Turkish-Germanmixed-cultural
participants showing similar perception of natural and synthetic
speech recordings that resembled their own non-native accent [40].

Using natural speech, Dehghani et al. [11] and Khooshabeh et al.
[27] were able to show, that mixed-cultural participants shift their
interpretative lens in a social situation, when themixed-cultural IVA
they interacted with spoke with a non-native accent that resembled
their own mixed-cultural background. Investigating this effect for
an Iranian-American and Chinese-American accent, they also were
able to show that the IVA was perceived as being more Middle
Eastern or more Asian, respectively.

3.2 Intercultural Training and Interventions
The research efforts reported above have shown that IVAs are not
only capable of simulating social situations in general, but also
of representing specific (mixed-)cultural backgrounds. This has
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facilitated different approaches of intercultural training and in-
terventions to raise cultural awareness and increase intercultural
empathy. Implementing IVAs in interactive scenarios enables users
to actively engage in different contexts rather than passively ob-
serving information, which is supposed to increase the ability to
later recall the learned information [8].

While some works have attempted to raise general cultural
awareness by implementing synthetic cultures in IVAs [2–4, 10],
others have targeted the implementation of real-world cultures to
train for specific situations.

One system that uses enculturated IVAs to teach the success-
ful interaction with people from the Arabic culture is the Tactical
Language and Culture Training System [22, 23, 60]. Apart from
courses that teach about the Iraqi and Afghan language and culture,
the system also includes courses targeting the French culture [24].
While the system is widely used by military service members, it
is also used by business executives to learn for example about the
Chinese culture [25]. While the systems presented above focus on
intercultural communication and the general raising of cultural
awareness, there is, to the best knowledge of the authors, no sys-
tem that utilises enculturated IVAs to reduce racial biases towards
foreign cultures. Several attempts to reduce racial bias have been
made in the adjacent research field of avatars [18, 44], e.g., by giving
White users a Black avatar. However, these attempts are limited in
that they solely rely on manipulating visual culture-specific fea-
tures in the user’s avatar while neglecting other culture-specific
parameters as well as the interactive component of intercultural
communication. With IVAs being capable of incorporating all of
these parameters in a realistic cultural scenario they are predes-
tined to contribute to the goal of reducing real-world racial bias in
a controllable and cost-effective manner.

Contribution. This paper presents the implementation and sub-
sequent evaluation of a prototype that is used to create an intuitive
interaction with multiple IVAs in VR. Aiming at reducing implicit
and explicit racial bias, one of the IVAs was implemented to rep-
resent an East African-German mixed-cultural background, while
the other was implemented to represent a German mono-cultural
background. Based on previous research on the reduction of racial
bias, the East African-German mixed-cultural IVA was designed to
serve as a positive outgroup exemplar by appearing sympathetic
and to trigger ingroup feelings and empathy within the participants.
The German mono-cultural IVA was designed to serve as a negative
ingroup exemplar by appearing antipathetic and impolite.

Based on the research presented in the previous sections, we
formulate the following hypotheses:

H1: Participants’ implicit racial bias is lower after the intervention
than before the intervention.

H2: Participants’ explicit racial bias is lower after the intervention
than before the intervention.

4 IMPLEMENTATION
A scenario was implemented to enable the participants’ interaction
with multiple IVAs in a virtual environment using the game engine
Unity (Version 2021.3.6f1). The requirements for the system were
to enable a natural interaction with three seemingly autonomous
IVAs in virtual reality and to give the experimenter the ability

to control the conversation without the participants being aware
of it. Targeted at university students, the narrative was that the
participants would take part in a pub quiz with two fellow students,
moderated by a bartender.

One IVA resembled a student with an East African-German
mixed-cultural background and triggered feelings of sympathy
and of a social ingroup within the participants. The other IVA
represented a student with a German mono-cultural background
and was supposed to trigger antipathy and the feeling of belong-
ing to a social outgroup within the participants. The third IVA
resembled a neutral character that acts as a bartender in the virtual
scenario. The following section describes the implementation of
the VR-environment, the three IVAs, the interactive dialogue, and
the Wizard-of-Oz interface respectively.

4.1 Virtual Environment
The virtual environment was designed to resemble a pub with sev-
eral tables and chairs as well as a bar in the middle of the room.
The participant was seated at a round table that matched the table
installed in the VR laboratory to provide a congruent experience
of visual stimuli and haptic feedback. The mixed-cultural IVA and
the mono-cultural IVA were seated at the opposite side of the table
while the neutral IVA was standing behind the bar out of the partic-
ipants natural viewing angle. A screen was placed above the IVAs’
heads for displaying relevant information during the quiz game
(see Figure 1 B)). To create the illusion of a crowded pub without
having to implement the behaviour of many additional IVAs that
might distract the participants, the table the participant sat at was
separated from the other tables by partitions. In the background
an ambient recording of a crowded bar was played to generate the
illusion of other guests sitting behind the partitions.

4.2 Intelligent Virtual Agents
4.2.1 Appearance. All three IVAs were designed using Character
Generator by Autodesk1. The mixed-cultural IVA was designed as
a young Black woman with a typical East African appearance. This
was achieved by choosing a dark eye colour, a long multicoloured
dress and a headscarf. The mono-cultural IVA had to resemble a
German background and was designed as a young female character
with short blond hair and blue eyes, wearing a black top and light
grey pants. Figure 1 B) shows the two IVAs that were used for
the intervention. The IVAs were designed as female characters to
minimise gender effects, since the majority of the participants were
expected to be of female gender. The neutral IVA that served as a
bartender was designed as a young male character with short blond
hair wearing a grey shirt and green pants.

4.2.2 Verbal Behaviour. The IVAs’ verbal behaviour was generated
using the text-to-speech engine Amazon Polly2. The speech output
for all IVAs was generated using the German text-to-speech engine
provided by Amazon Polly. For the antipathetic German mono-
cultural IVA the female voice named ’Marlene’ was selected, and for
the neutral IVA the male voice named ’Hans’ was selected. All of the
two IVAs’ text modules were then run through the engine without

1https://charactergenerator.autodesk.com
2https://aws.amazon.com/de/polly/

Session 2E: Humans and AI Agents
 

AAMAS 2023, May 29–June 2, 2023, London, United Kingdom

750



Characters in
German text

Standard German
pronunciation

Ethiopian-German
pronunciation

ich iç iù

r r rfi
z >ts s

habe "ha:b@ ap
Table 1: Overview of the pronunciation rules applied to the
German text to generate the Ethiopian accent, based on the
International Phonetic Alphabet

any further modification to create synthetic speech with standard
German pronunciation. For the sympathetic mixed-cultural IVA
the voice named ’Vicky’ was selected. Here, several adaptations
had to be made for the speech to match the IVA’s intended East
African-German mixed-cultural background. Based on research on
the characteristics of non-native speech [1, 47] an East African
non-native accent and typical grammatical mistakes were induced.

Previous research conducted by Obremski et al. suggests that in
the German language, IVAs with non-native accents are perceived
similar when using synthetic speech compared to natural speech
[39]. Therefore the mixed-cultural IVA’s speech was also generated
using Amazon Polly. The text-to-speech engine did not provide the
function to automatically generate synthetic German speech with
an accent from an East African language, which is why the accent
had to be implemented manually. For this, four speech recordings
of two female mixed-cultural Ethiopian-German speakers were
analysed by German native speakers with regard to anomalies in
pronunciation. Table 1 shows the pronunciation rules that were
derived from the recordings and applied to the German text to
achieve an Ethiopian accented German pronunciation. Either pho-
netic spelling or the Speech Synthesis Markup Language (SSML)
and the respective tags to enable specific pronunciation based on
the International Phonetic Alphabet3 was used.

Regarding grammatical mistakes previous research has shown
that by changing 25% of the conjugated verbs back to their infini-
tive form or by misplacing 10% of the words in German speech,
the respective IVA is perceived as a non-native speaker of German
[41]. Since changing verbs to their infinitive form is less disrup-
tive to the sentence structure, this alteration was applied to the
mixed-cultural IVA’s speech. Additionally, the general disregard
of grammatical cases in possessive pronouns (e.g., mine or yours),
which was derived as a typical mistake of Ethiopian-German speak-
ers, was induced into the text of the mixed-cultural IVA. Table 2
shows an example of the modifications applied to the German text
to achieve non-native speech with an Ethiopian accent, Table 3
shows the same example translated to English.

For all IVAs and their respective verbal behaviour, several .mp3
files were generated and imported into Unity.

4.2.3 Non-Verbal Behaviour. The non-verbal behaviour for the
three IVAs was implemented by integrating generic gestures from

3https://www.internationalphoneticalphabet.org/

Standard
German

Ethiopian-German
mixed-cultural speech

Meine Mutter macht gerade
eine Ausbildung zur
Krankenschwester und
sie meinte letztens, dass die
Niere ja aussehen würde
wie eine Bohne.

Meine Mutter machen gerade
eine Ausbildung sur
Krankenschwester und
sie meinte letztens, dass die
Niere ja aussehen würde
wie eine Bohne.

Table 2: Example of how the German text was altered to
match the sympathetic IVA’s mixed-cultural background.
The underlined word resembles an infinitive mistake and
the word in bold resembles modified pronunciation.

Standard
English

Ethiopian-English
mixed-cultural speech

My mother is currently training
to be a nurse and she said
the other day that the kidney
would look like a bean.

My mother currently train
to be a nurse and she said
the other day that the kidney
would look like a bean.

Table 3: English translation of Table 2. The underlined word
resembles an infinitive mistake. Due to the specific phonetic
characteristics of the German language, the modified pro-
nunciation could not be transferred to the English language.

Mixamo4 to visually support the IVAs’ verbal behaviour. The anima-
tions did mostly resemble beat gestures, except for one gesture of
the East African-German mixed-cultural IVA pulling out its smart-
phone to submit the answers during the pub quiz. The IVAs’ facial
expressions and lip movements were generated using the Unity
plugin SALSA LipSync Suite5. While the lip movements were gener-
ated automatically based on the plugin’s approximation algorithm,
the IVAs’ facial expressions (such as smiles or raised eyebrows)
were explicitly triggered to match the IVAs’ verbal behaviour. To
emphasise the mixed-cultural IVA’s sympathetic traits, it was im-
plemented to smile more often than the German mono-cultural
IVA.

4.3 Interactive Scenario
To ensure a predictable and seamless conversation between the
participants and the two IVAs, the conversation was designed to
always be controlled by the IVAs, involving the participant by
addressing him or her directly.

The interactive scenario was designed to take place in a pub
during a party organised by the participants’ university. The con-
versation started with the two IVAs introducing themselves and
making small talk with the participant about their respective field
of studies. The mixed-cultural IVA told the participant that it was
an East African immigrant to clarify its intended mixed-cultural
background. To trigger the impression of a social ingroup, the
mixed-cultural IVA first asked the participant about his or her field
4https://mixamo.com
5https://assetstore.unity.com/packages/tools/animation/salsa-lipsync-suite-148442
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of studies and subsequently stated that it was studying the same.
Since the pool of participants was limited to students of three dif-
ferent bachelor programs, these three options were included as
potential answers of the mixed-cultural IVA. To obtain the impres-
sion of the German mono-cultural IVA to be antipathetic and rude,
the IVA expressed lack of appreciation for the aforementioned bach-
elor program and stated it was studying business administration for
a better career perspective. Themixed-cultural IVA reacted in a kind
manner and expressed its interest in the German mono-cultural
IVA’s studies to further foster its sympathetic impression.

In the next step, the IVA that acted as a bartender announced the
start of the pub quiz. The pub quiz consisted of three questions that
were asked by the bartender and displayed on the screen above the
two IVAs’ heads. For each question four possible answers were also
displayed on the screen, while answers should be submitted via a
fictional smartphone app. During the quiz, the mono-cultural IVA
consistently insisted on being right while giving the wrong answers
and refusing every suggestion made by the mixed-cultural IVA and
the participant. The mixed-cultural IVA on the other hand kept
acting kind and diplomatic. After the two IVAs and the participants
came to a decision, themixed-cultural IVA pulled out its smartphone
to submit the answer, to further foster its supportive actions for the
team. The interaction ended after the submission of the answer to
the last question and the IVA that acted as a bartender declared the
end of the game.

4.4 Wizard-of-Oz Interface
A Wizard-of-Oz interface was implemented to enable the exper-
imenter to control the conversation. The interface consisted of
multiple buttons, each of which resembled a specific verbal and
non-verbal behaviour of the IVAs. After each time the participant
took part in the conversation, the experimenter reacted by trigger-
ing the suitable response of the IVAs, oftentimes choosing between
multiple options. To react to unforeseen answers from the partici-
pant, additional buttons were implemented that triggered generic
reactions from the IVAs, such as them saying yes or never mind.
TheWizard-of-Oz interface was tested multiple times with different
people to ensure that there are suitable reactions for the majority of
the participants’ possible answers. It was also iteratively optimised
to ensure an intuitive use for the experimenter to minimise the
pauses between the participants’ reactions and the IVAs’ responses.
Figure 1 A) shows the experimenter using the interface.

5 USER STUDY
To test whether implicit and explicit racial biases can be reduced by
interacting with a sympathetic East African-Germanmixed-cultural
IVA and an antipathetic German mono-cultural IVA, a user study
was conducted. The study was designed as a repeated-measures
VR experiment in which every participant experienced the same
treatment. The HTC VIVE Pro 6 was used as a VR headset to display
the virtual environment. One of the experimenters was Black and
made sure that the minority of Blacks in Germany was adequately
represented. The study was approved by the local ethics committee
(reference number: 230622).

6https://www.vive.com/de/product/vive-pro/

5.1 Participants
In total, 𝑁 = 32 participants between 20 and 26 years took part in
the VR study (𝑀𝑎𝑔𝑒 = 22.37, 𝑆𝐷𝑎𝑔𝑒 = 1.81). 23 of the participants
were female, eight were male and one was of diverse gender. Fur-
thermore, all participants reported to be of Caucasian ethnicity. Two
participants reported a mixed ethnicity, with one naming Black and
one naming Latin American in addition to the Caucasian ethnicity.
Every participant received partial course credit for participating in
the study.

5.2 Measures
5.2.1 Manipulation Check. To assess whether the manipulation in
our intervention was successful, several measures were taken.

Warmth and Competence. The two IVAs’ perceived warmth and
competence was measured, using the questionnaire by Nass et
al. [37]. The questionnaire consists of six items for each of the
two dimensions. Participants were asked to indicate the extent to
which they considered various adjectives to apply to each IVA, on
a 10-point Likert scale. The dimension warmth included adjectives
such as warm, friendly, or polite whereas the dimension competence
included adjectives such as useful, analytic, or competent.

Sympathy. Assessing whether the East African-German mixed-
cultural IVA was perceived as more sympathetic than the German
mono-cultural IVA, the participants were asked to indicate their
agreement with the following sentence on a 7-point Likert scale:
’This IVA was sympathetic’.

Empathy. Evaluating the participants’ empathy towards the two
IVAs, the empathy scale by Rosenthal-von der Pütten et al. [48]
was used for both IVAs. Participants were asked to indicate their
agreement with in total five statements like ’This IVA did not feel
anything’ on a 5-point Likert scale.

5.2.2 Racial Bias.

Implicit racial bias. The implicit racial bias was measured twice,
once before and once after the intervention, using the Implicit
Association Test (IAT). The open source tool FreeIAT was used to
conduct the test [35]. The IAT consisted of five rounds in total, out
of which the third and the fifth round were the two test trails while
the others were learning trials. The IAT was .modified to include
photographs of five Caucasian and five East African women with
neutral facial expressions (see Figure 2), as well as nine negative
(e.g., horrible, agony, failure) and nine positive (e.g., joy, wonderful,
laughter) words. As the final score of the participants’ racial bias, the
Greenwald, Nosek, and Banaji overall IAT score [17] was calculated
which results in scores between -2 and 2. In the context of this
study, positive values indicate a higher association of negative
words with East African women, while negative values indicate a
higher association of negative words with Caucasian women. A
score of 0 would represent no specific preference for either of the
two and as such no bias towards either group.

Explicit racial bias. To assess the participants’ explicit racial bias,
the blatant and subtle prejudice scale by Meertens and Pettigrew
was used [36]. These scales were also assessed twice, once before
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Figure 2: Collection of the visual stimuli presented in the IAT.
The upper row resembles photographs of Caucasian women,
the lower row resembles photographs of East African women.
Faces were blurred to preserve anonymity.

and once after the interaction. The scales were modified to explic-
itly inquire the opinion on East African immigrants in Germany.
Participants were asked to indicate their agreement with statements
such as ’East African refugees have jobs that Germans should have.’
on a four-point Likert scale.

5.3 Procedure
After filling in the consent forms, the participants were asked to
fill in the first part of the questionnaire which contained the pre-
measures for the explicit racial bias towards East African immi-
grants. After that, the baseline of the participants’ implicit racial
bias was assessed by using the IAT. The participants were then
seated at a round table in the laboratory where the experimenter
handed them the VR-Headset. The experimenter started the virtual
scenario and controlled the Wizard-of-Oz interface with a silent
mouse to preserve the illusion of interacting with autonomous IVAs.
The intervention in VR took between six and ten minutes, depend-
ing on the conversational behaviour of the participant. After the
intervention the participants filled in the second part of the ques-
tionnaire, containing the post-measures for the explicit racial bias,
the questionnaires for the manipulation check, the demographic
questionnaires and the post-measures for the implicit racial bias in
form of a second IAT.

5.4 Results
All calculations were conducted using SPSS Statistics (Version 21).
In total, six t-tests for paired samples were calculated. To correct
for the higher probability of alpha errors due to multiple t-tests, the
alpha of 𝑝 = .050 was corrected to 𝑝 = .008 to indicate significance.

5.4.1 Manipulation Check. The mixed-cultural IVA was rated sig-
nificantly higher in warmth (𝑀 = 9.39, 𝑆𝐷 = .67) than the mono-
cultural IVA (𝑀 = 1.70, 𝑆𝐷 = .66), 𝑡 (31) = 44.17, 𝑝 < .001, 𝑑 = 7.81.

The mixed-cultural IVA was also rated significantly higher (𝑀 =

8.54, 𝑆𝐷 = 1.27) in competence than the mono-cultural IVA (𝑀 =

3.53, 𝑆𝐷 = 1.82), 𝑡 (31) = 11.75, 𝑝 < .001, 𝑑 = 2.08. In terms of sym-
pathy, participants rated the mixed-cultural IVA to be significantly
more sympathetic (𝑀 = 6.69, 𝑆𝐷 = .64) than the mono-cultural
IVA (𝑀 = 1.25, 𝑆𝐷 = .57), 𝑡 (31) = .31.33, 𝑝 < .001, 𝑑 = 5.54.
Participants also reported significantly more empathy towards the
mixed-cultural IVA (𝑀 = 3.81, 𝑆𝐷 = .54) than towards the mono-
cultural IVA (𝑀 = 2.36, 𝑆𝐷 = .64), 𝑡 (31) = 9.14, 𝑝 < .001, 𝑑 = 1.61.

5.4.2 Racial Bias. Based on the values of the IAT, the implicit racial
bias of the participants was significantly lower after the interaction
(𝑀 = −.04, 𝑆𝐷 = .45) than before the interaction (𝑀 = .37, 𝑆𝐷 =

.42), 𝑡 (31) = −4.85, 𝑝 < .001, 𝑑 = .86. Figure 3 shows the results of
the pre- and post-intervention measures of implicit racial bias.

Figure 3: Results of the pre- and post-intervention measures
of implicit racial bias. The error bars show the standard de-
viation.

The explicit bias also decreased, showing significantly lower
values after (𝑀 = 1.83, 𝑆𝐷 = .36) than before the intervention
(𝑀 = 1.92, 𝑆𝐷 = .29), 𝑡 (31) = 3.41, 𝑝 = .002, 𝑑 = .60. Figure 4 shows
the results of the pre- and post-intervention measures of explicit
racial bias.

Figure 4: Results of the pre- and post-intervention measures
of explicit racial bias. The error bars show the standard devi-
ation.

6 DISCUSSION
The variables assessed for the manipulation check revealed that
the East African mixed-cultural IVA was perceived as significantly
warmer and more competent than the German mono-cultural IVA.
As people usually rate members of their own ingroup high on
these two dimensions [59], it can be assumed that despite the IVA
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being a member of a cultural outgroup, its simulated shared inter-
ests with the participants were sufficient to evoke the feeling of a
social ingroup. This was also observed in the participants’ signifi-
cantly higher empathy towards the East African mixed-cultural IVA
compared to the German mono-cultural IVA which indicates more
perceived similarities with the first [63]. Finally, the significantly
higher rating in sympathy for the East African mixed-cultural IVA
shows that the manipulation of creating one sympathetic mixed-
cultural IVA and one antipathetic mono-cultural IVAwas successful.
As predicted by H1, the intervention with the two IVAs led to a
significant decrease of the participants’ implicit racial bias. Hence,
H1 can be accepted. This shows that the techniques of exposing the
participant to a positive outgroup and a negative ingroup exemplar
[26, 30] combined with the increased identification with the cultural
outgroup via shared interests [19, 62] can be used with IVAs for
changing implicit attitudes within human interlocutors during a
short intervention in VR. Despite the fact that participants’ implicit
bias was relatively low to begin with, it still decreased significantly
through the intervention.

H2 predicted that the intervention would lead to a significant de-
crease of the participants’ explicit racial bias. With the participants
showing significantly lower scores of explicit racial bias after the
intervention compared to before the intervention, H2 can also be
accepted. Again, with the pre-intervention scores for explicit racial
bias being at𝑀 = 1.92 on a four point Likert scale, the participants’
explicit bias was low to begin with. The high level of education
and the young age of the participants might have affected the low
pre-intervention biases, and might be a sign of a generally high
cultural awareness. In addition, social desirability [57] and the self-
perception of being free of prejudice may have led participants
to agree less with explicit statements against foreigners, even if
they did so subconsciously [12]. It would therefore be interesting
to investigate whether the intervention leads to similar effects with
participants that have a higher baseline in terms of implicit and
explicit racial bias.

Furthermore it is yet to be investigated how long the reduced
racial bias persists within the participants. Since this is a general
concern with effects that are based on intergroup contact [21], it
should be further investigated in longitudinal studies.

7 CONCLUSION AND FUTUREWORK
This paper presented the implementation of a scenario that was de-
signed to enable the reduction of racial bias through aWizard-of-Oz
controlled intervention with multiple IVAs. A repeated-measures
VR-based user study revealed that the intervention led to a sig-
nificant reduction of both, implicit and explicit bias towards East
African immigrants. These results constitute important implica-
tions for the use of IVAs in cultural training applications and set
the base for further research on the reduction of racial bias using
IVAs.

In our future work we will investigate the persistence of the
reduced racial bias in longitudinal studies. By assessing the partic-
ipants’ racial bias again one week after the intervention we will
evaluate if a single exposure is sufficient or if multiple exposures
are needed to achieve a long-term reduction of racial bias. Further-
more, we will test if the reduction of racial bias transfers to cultures
other than the East African one presented in the current paper.

And, to test whether the success of the intervention correlates with
the participants’ openness towards foreign cultures, we will test
whether the reduction of racial bias also works when the sample
has a higher baseline in both implicit and explicit racial bias.
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