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ABSTRACT
We propose ScheduleNet, a scalable scheduler that minimizes task
completion time by coordinating multiple agents. We formulate
the min-max Multiple Traveling Salesmen Problem (mTSP) as a
Markov decision process with an episodic reward and derive a scal-
able decision-making policy using Reinforcement Learning (RL).
The decision-making procedure of ScheduleNet includes (1) rep-
resenting the state of a problem with the agent-task graph, (2)
extracting node embedding for agents and tasks by employing the
type-aware graph attention, (3) and computing the task assign-
ment probability with the computed node embedding. We show
that ScheduleNet can outperform other heuristic approaches and
existing deep RL approaches, particularly validating its exceptional
effectiveness in solving large and practical problems. We also con-
firm that ScheduleNet can effectively solve practical mTSP variants,
which include limited observation and online mTSP.
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1 INTRODUCTION
As an important extension of the classical Traveling Salesman Prob-
lem (TSP), the multiple TSP (mTSP) arises in various scheduling,
routing, and planning problems. The applications of mTSP include
print press scheduling [12], crew scheduling [22, 35], interview
scheduling [11], hot rolling scheduling [36], robot/drone routing
[2], and disaster management [4, 7, 26]. When there is only one
salesman, mTSP is identical to TSP.

This paper considers the mTSP with the min-max objective
rather than the min-sum objective. While the min-sum objective
minimizes the total sum of each salesman’s cost, the min-max ob-
jective minimizes the highest cost among all salesmen. Hence, the
min-max objective is more appropriate when the underlying appli-
cation is a scheduling problem, as it minimizes the total completion
time or the makespan.

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents
and Multiagent Systems (www.ifaamas.org). All rights reserved.

This paper proposes an approximate method based on reinforce-
ment learning (RL) to solve large-scale instances of the min-max
mTSP. However, solving a large-scale mTSP using mathematical
programming becomes infeasible or inefficient due to the expensive
computational cost. Moreover, such approaches are less applica-
ble in solving real-time scheduling problems where the new tasks
appear dynamically.

Related tomTSP, the Capacitated Vehicle Routing Problem (CVRP)
also extends TSP when each salesman (equivalently, a vehicle) has
a finite capacity to visit customers. On the other hand, when the
capacity is unlimited, then CVRP is reduced to mTSP. Therefore,
most RL approaches developed for CVRP are applicable to solve
mTSP with the min-sum objective.

The min-max objective, however, has received little attention in
the RL literature—unlike the min-sum objective in TSP and CVRP
[5, 20, 21]—due to the additional complexity it introduces. While
CVRP with the min-sum objective can be solved by routing a single
vehicle multiple times sequentially, the min-max objective cannot be
handled similarly since minimizing the makespan requires coordina-
tion among salesmen. Moreover, the finite capacity of each vehicle
in CVRP plays a crucial role in the existing RL-based approaches
to result in multiple routes; hence applying such an approach to
the min-max mTSP is inappropriate.

To handle the distinct challenges of developing an RL approach
for the min-max mTSP, we propose a scalable policy, ScheduleNet.
Our approach allows each agent to choose its destination indepen-
dently, using local observations and incorporating other agents’
assignments. This ensures that the learned policy can solve a large-
scale problem without searching over the joint action space for all
agents. However, a sophisticated coordination mechanism should
be incorporated to make the independently-chosen scheduling de-
cision produce an excellent global performance.

Decision-Making Scheme. We formulate the min-max mTSP
as a Markov Decision Process (MDP) with an episodic reward and
derive a decision-making policy using RL. At every step of the MDP,
ScheduleNet accepts the MDP state as an input and assigns an idle
agent to one of the feasible tasks. The decision-making procedure
of ScheduleNet is as follows:

• ScheduleNet first represents the MDP state as an agent-task
graph, effectively capturing the complex relationships among
the entities to be applied in mTSP.
• ScheduleNet employs the Type-aware Graph Attention (TGA)
to extract important relational features among the agents and
tasks for the best cooperative task assignment.
• ScheduleNet computes the agent-task assignment probability
using the computed node embeddings.
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Training Method. Although the makespan (shared team re-
ward) is themost direct and general reward design for solvingmTSP,
training a scheduling policy using this reward is difficult due to the
credit assignment issues [13, 31]. Additionally, makespan is highly
volatile due to the combinatorial aspect of mTSP solution space (i.e.,
a slight change in the solution can drastically alter the outcome). To
overcome these issues, we employ the Clip-REINFORCE algorithm
with normalized reward to train the cooperative policy effectively.

Novelties. The proposed method that derives the constructive
scheduling policy to coordinate multiple agents has the following
novelties and advantages:

• ScheduleNet extracts crucial features using TGA and efficiently
assigns the best cooperative task. Furthermore, the computationally-
efficient representation scheme and the scalable decision-making
scheme allow ScheduleNet to solve large-scale instances of
mTSP.
• The agent-task graph representation and TGA allow the trained
policy to solve problems with different numbers of agents and
tasks while showing better generalization capabilities compared
to the neural baselines.
• ScheduleNet can solve practical variants of mTSP, including the
limited communication scenario where each agent (i.e., sales-
man) decides the actions (i.e., visiting cities) based on the local
observation, and the online scenario where the cities dynami-
cally appear during the execution of the scheduled actions.

2 RELATEDWORK
RL approaches that solve vehicle routing problems. Accord-
ing to Mazyavkina et al. [25], the RL approaches that solve vehicle
routing problems can be categorized into: (1) the improvement
heuristics that rewrite the complete solution iteratively to obtain a
better routing plan [8, 9, 18, 24, 39], (2) the construction heuristics
that construct the solution sequentially by assigning idle vehicles
to unvisited cities until the complete routing plan (sequence) is
constructed [5, 17, 20, 27], and (3) the hybrid approaches that blend
both approaches [1, 10, 16, 19]. Typically, the improvement heuris-
tics show better performances than construction heuristics as they
revise the complete plan iteratively. These RL approaches have
exclusively focused on static planning in a single-agent perspective,
which is far from the settings of real applications; however, the
construction heuristics are more effective for online vehicle routing
problems, where the routes should be updated whenever a new
customer appears.

RL approaches that solve the min-max mTSP. There are
only a few RL approaches that solve the min-max mTSP, which
involves minimizing the makespan for multiple salesmen to visit all
cities. [15] applies RL to train the clustering algorithm that groups
cities, and strong TSP heuristics (e.g., OR-Tool) to optimize the
sub-tours within each city cluster. This is fundamentally different
from ScheduleNet, which derives a complete end-to-end learned
heuristic that constructs a feasible solution from “scratch” without
relying on any existing solvers. [6] proposes a transformer-based
construction policy to solve the min-max mTSP, is the most simi-
lar approach to ScheduleNet; however, ScheduleNet shows better
scheduling performance and robustness to the input distribution
shift compared to [6].

3 PROBLEM FORMULATION
We formulate the min-max mTSP as an MDP with sparse reward
and aim to derive a scalable scheduling policy that can be shared by
all agents. Let us consider the single-depot mTSP with two types of
entities,𝑚 salesmen (i.e.,𝑚 agents) and 𝑁 cities (i.e., 𝑁 tasks). All
salesmen start their journey from the depot and come back to the
depot after visiting all cities (each city can be visited by only one
salesman). The solution to mTSP is considered to be complete when
all the cities have been visited, and all salesmen have returned to
the depot. The min-max mTSP MDP is defined as:

State.We define state 𝑠𝜏 as the 𝜏-th partial solution of mTSP (i.e.,
the completed/uncompleted tasks, the status of agents, and the se-
quence of the past assignments). To be specific, 𝑠𝜏 = ({𝑠𝑖𝜏 }𝑁+𝑚𝑖=1 , 𝑠env𝜏 )
composed of two types of states: entity state 𝑠𝑖𝜏 and environment
state 𝑠env𝜏 .

• 𝑠𝑖𝜏 = (𝑝𝑖𝜏 , 1active𝜏 , 1assigned𝜏 ) is the state of the 𝑖-th entity. 𝑝𝑖𝜏 is
the 2D Cartesian coordinate of the 𝑖-th entity at the 𝜏-th event.
1active𝜏 indicates whether the 𝑖-th (i.e., agent/task is active agent
is working/ task is not visited). Similarly, 1assigned𝜏 indicates
whether the agent/task is assigned.
• 𝑠env𝜏 contains the current time of the environment, and the
sequences of cities visited by the salesmen.

The initial 𝑠0 and terminal state 𝑠T are defined as an empty and a
complete solution, respectively.

Action.We define action 𝑎𝜏 as the assignment of an idle agent
to one of the feasible tasks (unassigned tasks). We refer to 𝑎𝜏 as
the agent-to-task assignment. When multiple agents are idle at the
same time 𝑡 , we randomly choose one agent and assign a task to
the agent. This is repeated until no agent is idle. Note that such
randomness does not alter the resulting solutions, since the agents
are considered to be homogeneous and the scheduling policy is
shared.

Transition. The proposed MDP is formulated with an event-
based transition. An event is defined as the case where any agent
finishes the assigned task (e.g., a salesman reaches the assigned city
in mTSP). Whenever an event occurs, the idle agent is assigned to a
new task, and the status of the agent and the target task are updated
accordingly. We enumerate the event with 𝜏 to avoid confusion
from the elapsed time of the problem; 𝑡 (𝜏) is a function that returns
the time of event 𝜏 .

Reward. The proposed MDP uses the negative makespan (i.e.
total completion time of tasks) as the reward (i.e., 𝑟 (𝑠T) = −𝑡 (T))
that is realized only at 𝑠T.

4 SCHEDULENET
In this section, we explain how ScheduleNet recommends 𝑎𝜏 of an
idle agent from 𝑠𝜏 . This is done by (1) constructing the agent-task
graph G𝜏 , (2) embedding G𝜏 using TGA, and (3) computing the
assignment probabilities. Figure 1 illustrates the decision-making
process of ScheduleNet.

4.1 Constructing Agent-task Graph
ScheduleNet constructs the agent-task graph G𝜏 that reflects the
complex relationships among the entities in 𝑠𝜏 . Specifically, Sched-
uleNet constructs a directed complete graph G𝜏 = (V,E) out of 𝑠𝜏 ,
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Figure 1: Solving mTSP with ScheduleNet. At every event of the MDP, ScheduleNet constructs the agent-task graph G𝜏 from 𝑠𝜏 , then computes
the node embedding of G𝜏 using TGA, and finally computes the agent-task assignment probabilities from the node embedding. Green triangles
and circles illustrate the depot. Blue and orange rectangles and circles illustrate agents. Arrows illustrate the tours of agents.

where V is the set of nodes and E is the set of edges. The nodes and
edges and their associated features are defined as:

• 𝑣𝑖 denotes the 𝑖-th node, which represents either an agent or
a task. 𝑣𝑖 contains the node feature 𝑥𝑖 = (𝑠𝑖𝜏 , 𝑘𝑖 ), where 𝑠𝑖𝜏 is
the state of entity 𝑖 , and 𝑘𝑖 is the type of 𝑣𝑖 . For example, if
the entity 𝑖 is an agent and 1active𝜏 = 1, then 𝑘𝑖 becomes active-
agent. The list of all possible node types 𝑘𝑖 are (1) assigned-
agent, (2) unassigned-agent (i.e., idle agent), (3) assigned-task,
(4) unassigned-task, (5) inactive-task (i.e., visited city) and (6)
depot.
• 𝑒𝑖 𝑗 denotes the edge between the source node 𝑣 𝑗 and the desti-
nation node 𝑣𝑖 . The edge feature𝑤𝑖 𝑗 = (𝑑𝑖 𝑗 , 𝑘𝑖 𝑗 ), where 𝑑𝑖 𝑗 is
the Euclidean distance between 𝑣𝑖 and 𝑣 𝑗 , and 𝑘𝑖 𝑗 = [𝑘𝑖 , 𝑘 𝑗 ] is
the edge type.

In the following subsections, we omit the event iterator 𝜏 for nota-
tional brevity, since the action selection procedure is only associated
with the current event index 𝜏 .

4.2 Graph Embedding Using TGA
The agent-task graph G is a hetero graph with different node and
edge types. The hetero graph is often processed via a Graph Neural
Network (GNN), which updates nodes with type-specific node/edge
updating functions [32, 37]. However, mTSP G has exceedingly
many nodes and, especially, edge types. That necessitates us to
maintain many independent node/edge updaters. Furthermore, the
imbalanced distribution of node and edge types may hinder the
representability and trainability of GNN. For example, G has one
depot type while 𝑁 and𝑚 number of city and salesmen nodes. That
risks an unbalanced training of each update depending on the input
graphs.

Furthermore, this imbalanced type distribution may also hinder
message aggregation of GNN from extracting crucial information.
For example, when the GNN aggregates the messages for the target
agent node, there exist the messages from (at most) 𝑁 “city-agent"
type edges and one message from the “city-depot" type edge. Hence,
aggregating all messages from different typed edges can diminish
the effect of the “city-depot" type edge after message aggregation.
However, the “depot-agent" type edge is crucial in deciding whether
the agent returns to the depot.

To alleviate the aforementioned issue, we propose Type-aware
Graph Attention (TGA), which is designed to explicitly consider the
type information and perform message aggregations for each edge
type while sharing the parameters of per-type node/edge updaters.

ScheduleNet computes the node embeddings from the agent-
task graph G using TGA, designed to capture the different relations
among the graph entities by applying attention mechanisms for
each relational type. TGA uses three steps to compute the updated
node/edge embedding as follows:

Type-aware edge update. The edge update scheme is designed
to reflect the complex type relationship among the entities while
updating edge features. First, the context embedding 𝑐𝑖 𝑗 of edge 𝑒𝑖 𝑗
is computed using the source and destination node type 𝑘𝑖 , 𝑘 𝑗 such
that:

𝑐𝑖 𝑗 = [Emb(𝑘𝑖 ), Emb(𝑘 𝑗 )] (1)

where Emb(·) is a trainable lookup table function (i.e., each type
𝑘𝑖 is modeled via a trainable vector). Next, the type-aware edge
encoding 𝑢𝑖 𝑗 is computed using a multilayer perceptron (MLP) as
follows:

𝑢𝑖 𝑗 = MLP𝑒𝑡𝑦𝑝𝑒 (ℎ𝑖 , ℎ 𝑗 , ℎ𝑖 𝑗 , 𝑐𝑖 𝑗 ) (2)

where MLP𝑒𝑡𝑦𝑝𝑒 (·) is the type-aware edge encoding MLP. 𝑢𝑖 𝑗 can
be seen as a dynamic edge feature that varies depending on the
source and destination node type. Then, the updated edge embed-
ding ℎ′

𝑖 𝑗
and its attention logit 𝑧𝑖 𝑗 are obtained as:

ℎ′𝑖 𝑗 = MLP𝑒𝑑𝑔𝑒 (𝑢𝑖 𝑗 ) (3)
𝑧𝑖 𝑗 = MLP𝑎𝑡𝑡𝑛 (𝑢𝑖 𝑗 ) (4)

where MLP𝑒𝑑𝑔𝑒 and MLP𝑎𝑡𝑡𝑛 is the edge updater and logit function,
respectively. The edge updater and logit function produce updated
edge embedding and logits from the type-aware edge.

Type-aware message aggregation. Each entity in the agent-
task graph interacts differently with the other entities, depending on
the type of edges between them. To preserve the different relation-
ships among the entities during the graph embedding procedure,
TGA gathers messages ℎ′

𝑖 𝑗
via the type-aware message aggregation.
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First, TGA aggregates messages for each node type and produces
the per-type message𝑚𝑘

𝑖
as follows:

𝑚𝑘
𝑖 =

∑︁
𝑗∈N𝑘 (𝑖 )

𝛼𝑖 𝑗ℎ
′
𝑖 𝑗 (5)

where N𝑘 (𝑖) = {𝑣𝑙 |𝑘𝑙 = 𝑘, 𝑣𝑙 ∈ N (𝑖)} is the type 𝑘 neighborhood
of 𝑣𝑖 , and 𝛼𝑖 𝑗 is the attention score that is computed using 𝑧𝑖 𝑗 :

𝛼𝑖 𝑗 =
exp(𝑧𝑖 𝑗 )∑

𝑗∈N𝑘 (𝑖 ) exp(𝑧𝑖 𝑗 )
(6)

Intuitively speaking, The proposed attention scheme normalizes
the attention logits of incoming edges over the types. Therefore, the
attention scores sum up to 1 over each type 𝑘 neighborhood. TGA
aggregates the per-type messages to compute the total aggregated
message𝑚𝑖 for 𝑣𝑖 as:

𝑚𝑖 =
∑︁
𝑘∈K

𝑚𝑘
𝑖 (7)

where K is the set of node types.
Type-aware node update. Similar to the edge update phase,

the context embedding 𝑐𝑖 is computed first for each node 𝑣𝑖 :

𝑐𝑖 = Emb(𝑘𝑖 ) (8)

where Emb(·) is a trainable lookup table function. Then, the up-
dated hidden node embedding ℎ′

𝑖
is computed as below:

ℎ′𝑖 = MLP𝑛𝑜𝑑𝑒 (ℎ𝑖 ,𝑚𝑖 , 𝑐𝑖 ) (9)

where MLP𝑛𝑜𝑑𝑒 (·) is the type-aware node updater.
ScheduleNet computes the node embeddings from G using TGA.

The embedding procedure first encodes the features of G into the
initial node embeddings {ℎ (0)

𝑖
|𝑣𝑖 ∈ V}, and the initial edge em-

beddings {ℎ (0)
𝑖 𝑗
|𝑒𝑖 𝑗 ∈ E} by using linear projections. ScheduleNet

then performs TGA 𝐻 times on all nodes to compute the final node
embeddings {ℎ (𝐻 )

𝑖
|𝑣𝑖 ∈ V} and edge embeddings {ℎ (𝐻 )

𝑖 𝑗
|𝑒𝑖 𝑗 ∈ E}

by using the shared one TGA layer.

4.3 Computing Assignment Probability
Using {ℎ (𝐻 )

𝑖
|𝑣𝑖 ∈ V} and {ℎ (𝐻 )𝑖 𝑗

|𝑒𝑖 𝑗 ∈ E}, ScheduleNet selects the
assignment action 𝑎𝜏 for the target idle agent. It computes the
assignment probability of the target agent 𝑖 to the unassigned task
𝑗 as follows:

𝑙𝑖 𝑗 = MLPactor (ℎ (𝐻 )𝑖
, ℎ
(𝐻 )
𝑗

, ℎ
(𝐻 )
𝑖 𝑗
) (10)

𝑝𝑖 𝑗 = softmax({𝑙𝑖 𝑗 } 𝑗∈A(G𝜏 ) ) (11)

where A(G𝜏 ) denotes a set of feasible actions that is defined as
{𝑣 𝑗 |𝑘 𝑗 = Unassigned-task, 𝑣 𝑗 ∈ V}.

The proposed MDP formulated mTSP is designed to have only
one target idle agent at a given event 𝜏 . Due to the design of MDP,
computing one agent’s action probability becomes enough for de-
ciding an action at each 𝜏 . This allows us to solve mTSP without
explicitly modeling the joint actions of agents, unlike many multi-
agent RL approaches.

5 TRAINING SCHEDULENET
We utilize the sparse team reward as the reward to train the scalable
scheduler that aims to complete the tasks as quickly as possible
by coordinating multiple agents. Even though this team reward is
the most direct signal that can be used for solving min-max mTSP,
training a cooperative policy using a single sparse and delayed
reward is notoriously difficult [13, 31]. The high variance of the
reward, due to the combinatorial nature of mTSP, adds an addi-
tional difficulty. To handle such difficulties, we employ two training
stabilizers, reward normalization and Clip-REINFORCE.

5.1 Reward Normalization
We denote the makespan induced by policy 𝜋𝜃 as 𝑀 (𝜋𝜃 ). We ob-
serve that𝑀 (𝜋𝜃 ) is highly volatile depending on the problem size
(𝑁 ,𝑚) and 𝜋𝜃 . To reduce the variance of the reward incurred from
the problem size, we propose to use the normalized makespan
𝑀̄ (𝜋𝜃 , 𝜋𝑏 ) computed as:

𝑀̄ (𝜋𝜃 , 𝜋𝑏 ) =
𝑀 (𝜋𝜃 ) −𝑀 (𝜋𝑏 )

𝑀 (𝜋𝑏 )
(12)

where 𝜋𝜃 and 𝜋𝑏 are the current and baseline policies, respectively.
A similar normalization scheme that only measures the perfor-

mance difference between 𝜋 and 𝜋𝑏 has been investigated in RL
applications for solving single-agent scheduling problems [6, 20, 21].
Such normalization can provide consistent learning signals when
the training instance sizes (i.e. 𝑁 ) are fixed, which is a common
practice for training RL methods to solve single-agent scheduling
problems. However, we observed that even if 𝑁 is fixed, the (op-
timal) makespan of mTSP can differ severely as 𝑚 changes. To
reduce the variability of the makespan due to𝑚, we further divide
the makespan difference by𝑀 (𝜋𝑏 ).

Effect of the baseline selection. A proper selection of 𝜋𝑏 is
essential to assure stable and asymptotically better learning of
ScheduleNet. Intuitively speaking, choosing too strong baseline
(i.e., policy having smaller makespan such as LKH3 and OR-tools)
can make the entire learning process unstable since the normalized
reward tends to have larger values. On the other hand, employ-
ing too weak baseline can lead to virtually no learning since the
𝑀̄ (𝜋, 𝜋𝑏 ) becomes nearly zero.

We select 𝜋𝑏 as Greedy(𝜋𝜙 ), where 𝜋𝜙 is the soft target network
of 𝜋𝜃 as proposed in [23] and Greedy(𝜋) is the argmax of 𝜋 . This
baseline selection has several advantages from selecting a fixed/pre-
existing scheduling policy: (1) Entire learning process becomes
independent from existing scheduling methods and trainable via
solely RL. (2) Greedy(𝜋𝜙 ) serves as an appropriate 𝜋𝑏 (either not
too strong or weak) during policy learning. We experimentally
confirmed that the baseline section Greedy(𝜋𝜙 ) results in a better
scheduling policy similar to the several literature [20, 34].

Using 𝑀̄ (𝜋𝜃 , 𝜋𝑏 ), we compute the normalized return𝐺𝜏 (𝜋𝜃 , 𝜋𝑏 )
as follows:

𝐺𝜏 (𝜋𝜃 , 𝜋𝑏 ) = −𝛾𝑇−𝜏 𝑀̄ (𝜋𝜃 , 𝜋𝑏 ) (13)

where 𝑇 is the index of the terminal state, and 𝛾 is the discount
factor ofMDP. Theminus sign is forminimizing themakespan. Note
that, in the early phase of mTSP (when 𝜏 is small), it is difficult to
estimate the makespan. Thus, we place a smaller weight (i.e, 𝛾𝑇−𝜏 )
on 𝑀̄ (𝜋𝜃 , 𝜋𝑏 ), which is evaluated when 𝜏 is small (early stage).
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5.2 Clip-REINFORCE
Even a small change in a single assignment can result in a dramatic
change to the makespan due to the combinatorial nature of mTSP.
Hence, training the value function that predicts 𝐺𝜏 reliably is diffi-
cult. We thus propose to utilize Clip-REINFORCE, a variant of PPO
[33] without the learned value function, for training ScheduleNet.
The objective of the Clip-REINFORCE is given as follows:

L(𝜃 ) = E
(G𝜏 ,𝑎𝜏 )∼𝜋𝜃

[min(clip(𝜌𝜏 , 1 − 𝜖, 1 + 𝜖)𝐺𝜏 , 𝜌𝜏𝐺𝜏 )] (14)

where clip(𝑥, 𝑎, 𝑏) = {𝑎 if𝑥 ≤ 𝑎, 𝑥 if𝑎 < 𝑥 < 𝑏, 𝑏 if𝑥 ≥ 𝑏}, 𝜖 is the
clipping parameter, 𝐺𝜏 is a shorthand notation for 𝐺𝜏 (𝜋𝜃 , 𝜋𝑏 ), and
𝜌𝜏 = 𝜋𝜃 (𝑎𝜏 |G𝜏 )/𝜋 (𝑎𝜏 |G𝜏 ).

6 EXPERIMENTS
In this section, we evaluate the performance of ScheduleNet on
mTSP. To calculate the inference time, we run all experiments on
the server equipped with AMD Threadripper 2990WX CPU. We
use a single CPU core for evaluating all algorithms.

6.1 mTSP Experiments
We denote (𝑁 ×𝑚) as the mTSP with 𝑁 cities (tasks) and𝑚 sales-
men (agents). To generate a random mTSP instance, we sample
𝑁 and 𝑚 from 𝑈 (15, 30) and 𝑈 (3, 4), respectively. Similarly, the
Euclidean coordinates of 𝑁 cities are sampled uniformly from the
unit square. ScheduleNet is trained on random mTSP instances that
are generated on-the-fly. For all experimental results, we evaluate
the performance of the trained ScheduleNet model without any
additional training (i.e., zero-shot performances).

Training details. ScheduleNet is composed of three compo-
nents. The first components generates the initial node embedding
{ℎ (0)

𝑖
} and edge {ℎ (0)

𝑖 𝑗
} by using linear projections. The second

component (TGA), which utilizes MLP(64) as MLPetype, MLPedge,
MLPattn, and MLPnode, repeatedly updates the node and edge em-
bedding 3 times to generate {ℎ (3)

𝑖
} and edge {ℎ (3)

𝑖 𝑗
}. The last com-

ponent MLPactor, which is parametrized as MLP(64, 32), generates
action logits from the set of node and edge embedding. All input
and output dimensions of MLPs are 64 and hidden actions are
LeakyReLU. We then present a pseudocode for training Schedu-
leNet (see Algorithm 2). We set the MDP discounting factor 𝛾 to
0.99, learning rate 𝛼 to 0.0001, 𝐸 to 128, 𝐾 to 4, 𝛽 to 0.01, and the
clipping parameter 𝜖 of Clip-REINFORCE to 0.2. We set the training
seed as 1234.

Results on random mTSP datasets. To investigate the gen-
eralization capacity of ScheduleNet to various problem sizes, we
evaluate ScheduleNet on the randomly generated mTSP datasets.
Each (𝑁 ×𝑚) dataset consists of 100 random uniform mTSP in-
stances.

We consider four baseline algorithms to measure the perfor-
mance of ScheduleNet. As the non-learning baselines, LKH3 [14]
and Google OR-Tools [29] are used. It is noteworthy that LKH3 is
known to find the optimal solutions for mTSP problems which have
known optimal solutions. Thus, we use the makespans computed by
LKH3 as the proxies for the optimal solutions. As the RL baselines,
GNN-DisPN [15] and DAN [6] are considered. To the best of our

Algorithm 2: ScheduleNet Training
input :Training policy 𝜋𝜃 , baseline policy 𝜋𝜙
output :Optimized policy 𝜋𝜃

1 Initialize the baseline policy with parameters 𝜙 ← 𝜃

2 for update step do
3 Initialize sample buffer D ← ∅
4 for number of episodes E do
5 Generate a random mTSP instance 𝐼
6 𝜋𝑏 ← Greedy(𝜋𝜙 )
7 Construct mTSP MDP from the instance 𝐼
8 Collect samples

S = {G𝜏 , 𝑎𝜏 , 𝜋𝜃old (𝑎𝜏 |G𝜏 ),𝐺𝜏 (𝜋𝜃 , 𝜋𝑏 )}𝑇𝜏=0 with 𝜋𝜃
and 𝜋𝑏 from the MDP.

9 D ← D ∪ S.
10 end
11 for inner updates K do
12 Calculate the loss L(𝜃 ) with D
13 𝜃 ← 𝜃 + 𝛼∇𝜃L(𝜃 )
14 end
15 𝜙 ← 𝛽𝜙 + (1 − 𝛽)𝜃
16 end
17 return 𝜋𝜃

knowledge, these are the only RL algorithms that tried to solve the
min-max mTSP.

Table 1 shows the average makespans and average gaps (i.e.,
the relative makespan w.r.t LKH3) of ScheduleNet and the baseline
algorithms on various-sized random mTSP instances. ScheduleNet
generally shows leading performances compared to the baseline
algorithms even though it is trained on the smallest test setup
(30×3). In addition, Figure 2 compares the average computation
times and their standard deviations for each problem size, clearly
indicating that ScheduleNet is significantly faster than traditional
heuristic solvers (LKH3 and OR-Tools). The computational time
difference among RL approaches is almost not noticeable. We also
provide the experiment results for larger datasets in Table 2.

Results on public benchmarks. Next, to explore the gener-
alization of ScheduleNet to problems that come from completely
different distributions (e.g., real-world data), we present the results
on the mTSPLib dataset defined by Necula et al. [28]. Note that
mTSPLib consists of four instances of size 51, 52, 76 and 99 from
TSPLib [30], each of which is extended to multi-agent setups where
𝑚 equals to 2, 3, 5, and 7.

Table 3 shows the makespans and average gaps w.r.t CPLEX of
the algorithms. ScheduleNet still exhibits comparable performance
to OR-tools, while DAN shows significant performance drops. We
further inspect the solutions of DAN and ScheduleNet in eli51-2 and
belin52-2 where the cities are distributed (relatively) uniformly and
non-uniformly, respectively. As shown in Figure 3a, both learning
algorithm shows similar solution patterns in eli51-2. However, for
non-uniformly distributed cities (belin52-2), the solution quality
of DAN deteriorates (see Figure 3b). ScheduleNet performs better
than DAN, even when the city distributions differ from the training.
From the results, we can observe that ScheduleNet is effective in
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Table 1: RandommTSP results. GNN-DisPN results are reproduced from Hu et al. [15]. (g.)
indicate the results of greedy decoding, (s.n) indicates the result of best costs of 𝑛 sampled.

𝑁 30 50 100 200 Gap

𝑚 3 5 5 7 10 5 10 15 10 15 20

LKH3 2.17 1.94 2.00 1.95 1.91 2.20 1.97 1.98 2.04 2.00 1.97 1.00
OR-Tools 2.25 1.95 2.04 1.96 1.96 2.36 2.29 2.25 2.57 2.59 2.59 1.12

GNN-DisPN - - 2.12 - 1.95 2.48 2.09 - - - - -
DAN (g.) 2.58 2.11 2.29 2.11 2.03 2.72 2.17 2.09 2.40 2.20 2.15 1.12
DAN (s.64) 2.32 2.00 2.12 1.99 1.95 2.55 2.05 2.00 2.29 2.13 2.07 1.05

ScheduleNet (g.) 2.32 2.02 2.17 2.07 1.98 2.59 2.13 2.07 2.45 2.24 2.17 1.09
ScheduleNet (s.64) 2.22 1.96 2.07 1.99 1.92 2.43 2.03 1.99 2.25 2.08 2.05 1.04
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Figure 2: mTSP runtimes. X-axis shows the
size of mTSP instances and Y-axis shows
the run time (in seconds) of each algorithm.
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Figure 3: Example routes of Optimal (or Best-known) solutions, DAN, and ScheduleNet (a) Greedy decoding results of DAN and ScheduleNet on
Eli52-2. (b) Greedy decoding results of DAN and ScheduleNet on Berlin52-2.

Table 2: Extended random mTSP results. (g.) indicate the results of
greedy decoding.

𝑁 ×𝑚 300 × 30 500 × 50 700 × 50 Gap

LKH 2.05 2.94 2.25 1.00

OR-Tools 2.94 7.55 10.90 3.45

ScheduleNet (g.) 2.25 2.31 2.50 1.14

solving both randomly generated and real-world mTSPs problems
(i.e., robust transferability over data distribution shift).

6.2 mTSP Variants Experiments
While most state-of-the-art neural (multi-agent) schedulers focus
on solving classical scheduling problems, they overlook the ap-
plication of such methods in practical scenarios. In this section,
we further investigate the performance of ScheduleNet in more
practical scenarios of mTSP: (1) limited observation and (2) online
routing.

Limited observation. In a real-world application of mTSP, some
salesmen may not be able to gather all the information about the
other salesmen due to the limited communication capabilities (e.g.,
delivery trucks are located in distant). In such a scenario, the agent
should decide the next city to visit with local observations. To

consider this realistic scenario, we limit the number of observable
salesmen 𝑁𝑟 from G𝜏 and investigate performances.

We employ ScheduleNet to solve the test instances, whose sizes
are (50×5), (100×10), and (200×20), by varying 𝑁𝑟 . As shown in Fig-
ure 4, the makespan decreases as 𝑁𝑟 increases because the extended
communication scope (i.e., close to the global observation) can in-
duce enhanced coordination among salesmen. Note that 𝑁𝑟 = 0
indicates the case where each salesman makes entirely independent
actions without considering the other salesmen at all. It is notewor-
thy that ScheduleNet maintains the scheduling performance when
a few numbers of salesmen are observable. The results imply that
ScheduleNet learns an effective policy that is operated on partial ob-
servations and performs robustly even with limited communication
capabilities (i.e., the lack of global observation).

Online routing. Unlike the neural methods that are trained for
generating complete scheduling solutions [6, 20], ScheduleNet can
solve the dynamic scheduling problem, where agents and cities ap-
pear during the execution of scheduled actions, in an online manner,
due to our MDP formulation. We evaluate this capability by solving
the online mTSP problem where new cities appear dynamically
within the scheduling problems.

To generate the online scenarios, we first fix the number of
cities added during the online routing. Once the number of cities
is given, we then decide the locations of the cities by taking the
midpoints of cities. We assign the location of the city that will be
first added as the midpoint between the first and second cities of
the mTSP map. Similarly, the location of the second city is set as the
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Table 3: mTSPLib results. CPLEX results with ∗ are optimal solutions. Otherwise, the best-known upper bound of CPLEX results are reported.

Instance eil51 berlin52 eil76 rat99 Gap

𝑚 2 3 5 7 2 3 5 7 2 3 5 7 2 3 5 7

CPLEX 222.7∗ 159.6 124.0 112.1 4110.2 3244.4 2441.4 2440.9 280.9∗ 197.3 150.3 139.6 728.8 587.2 469.3 443.9 1.00

LKH3 222.7 159.6 124.0 112.1 4110.2 3244.4 2441.4 2440.9 280.9 197.3 150.3 139.6 728.8 587.2 469.3 443.9 1.00
OR-Tools 243.3 170.5 127.5 112.1 4665.5 3311.3 2482.6 2440.9 318.0 212.4 143.4 128.3 762.2 552.1 473.7 442.5 1.03

DAN (g) 274.2 178.9 158.6 118.1 5,226.0 4,278.4 2,758.8 2,696.8 361.1 251.5 170.9 148.5 930.8 674.1 504.0 466.4 1.18
DAN (s. 64) 252.9 178.9 128.2 114.3 5,097.7 3,455.7 2,677.1 2,494.5 336.7 228.1 157.9 134.5 966.5 697.7 495.6 462.0 1.11

ScheduleNet (g.) 257.9 185.3 131.7 113.9 4,826.1 3,644.2 2,747.6 2,514.6 330.2 228.8 163.9 144.4 843.8 650.8 500.7 469.9 1.13
ScheduleNet (s.64) 239.3 173.5 125.8 112.2 4,591.6 3,276.1 2,517.3 2,441.4 317.7 220.8 153.8 131.7 781.2 627.1 502.3 464.4 1.05
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Figure 4: Limited observation scenario results. X-axis shows 𝑁𝑟 (i.e.,
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Figure 6: Normalizedmakespan curves over training steps. (a) Trainingmethod ablation results.
(b) Representation method ablation results. X-axis shows the training steps. Y-axis shows the
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Figure 7: Representation method ablation
(makespans on the large instances)

𝑁 𝑚 GN TGA

100 5 2.67 2.59
10 2.26 2.13
15 2.36 2.07

200 10 2.61 2.45
15 2.41 2.24
20 2.52 2.17

midpoint between the second and third cities. Using the same logic,
we decide all positions of the newly added cities. Lastly, we decide
the timing of city addition by using (near) optimal solutions (e.g.,
LKH3)𝑀∗ (𝜋). We first compute divide𝑀∗ (𝜋) by 1.0 < 𝑠 and then
evenly allocate the timing of additions from 0.0 to𝑀∗ (𝜋)/𝑠 . This
ensures all “to be added" cities are added during the online routing
simulation, no matter what scheduling policies are evaluated. We
set 𝑠 = 2.

We first randomly generate 100 (30×3) test instances. Then, while
simulating these scenarios with the scheduling policies, we sequen-
tially add 30×𝑁𝑎% cities to the simulation (the location and times of
the cities are unknown to policies before the addition) and evaluate
how the policies effectively replan the schedules according to such
online scenarios. We compare the makespan of ScheduleNet with (1)
oracle planning that plans once while knowing all future demands
(its appearing locations and times), and (2) re-planing heuristics that
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replans the future actions whenever 𝑠𝜏 is updated. To implement
the oracle planning, we reformulate the online routing problem
as a vehicle routing problem with time constraints (VRP-TW). In
the VRP-TW, we set the time window constraints for the originally
existing cities as (0,𝑀), where𝑀 is a large number. For the newly
added cities, the lower and upper bounds of the time window are
set as their addition times and 𝑀 . The re-planing heuristics are
implemented with OR-tools [29].

Figure 5 shows the average makespans computed using 100
random online scenarios. As shown in the left plot, ScheduleNet
always produces a shorter makespan and shorter runtime than
the replanning heuristic for all 𝑁𝑎 values, proving its effective
adaptability and robustness to dynamically changing cities. Note
that as 𝑁𝑎 increases, the makespan and the runtime increase for
all methods due to the increased uncertainty and the number of
replanning.

7 ABLATION STUDIES
In this paper, we propose TGA as the representation learning mod-
ule and Reward normalization and Clip-REINFORCE (CR) as the
training methods. Here, we provide the experimental results that
show the effect of the proposed representation module and training
methods on the training and testing performance of ScheduleNet.
We first validate the effectiveness of the proposed training methods
by evaluating the following ScheduleNet variants:
• REINFORCE-Reward: the model receives unnormalized reward
and is trained by REINFORCE [38].
• REINFORCE-Norm.R: the model receives normalized reward
and is trained by REINFORCE
• CR-Reward: themodel receives normalized reward and is trained
by CR
• CR-Norm.R (ScheduleNet): the model receives normalized
reward and is trained by CR
Figure 6a compares the average normalized makespans (over

the five independent runs) of the models on the test instances (size
of 30×3) during training. As shown in Figure 6a, only CR-Norm.R
(ScheduleNet) successfully converges to the lowest makespans.
On the other hand, the other models minimize makespans at the
early training phase; however, their performances start to dete-
riorate and converge to ∼2.1 as the training proceeds. From the
experimental results, we can confirm that the proposed training
methods stabilize the training of ScheduleNet.

We then validate the effectiveness of the proposed representation
module (i.e., TGA) compared to GN, a well-known node, and edge
encoding GNN layer [3]. We evaluate the Schedulent variants of
the following:
• GN: the model using the graph network (GN) layer is trained by
CR with the normalized reward.
• TGA (ScheduleNet): the model using TGA and is trained by CR
with the normalized reward.

By comparing the learning curves in Figure 6b, we can see the effect
of TGA as a representation module. TGA induces more stabilized
and faster performance improvement. In addition, as shown in
Table 7, TGA (ScheduleNet) consistently shows better performance
than GN in the test datasets. The performance difference between
the two models becomes severe as 𝑁 and𝑚 increase.

8 CONCLUSION
In this work, we proposed ScheduleNet, an RL-based scheduler that
solves the min-max mTSP in a scalable manner. The core compo-
nents of ScheduleNet are (1) the agent-task state representation
that is effective in solving mTSP, (2) the type-aware graph attention
(TGA) network to effectively embed the agent-task graph, and (3)
Clip-REINFORCE that stably learns the cooperative and scalable
policy using sparse team reward (makespan). Through extensive
experiments, we empirically verified that ScheduleNet effectively
solves the classical static min-maxmTSPwhile showing exceptional
generalization to the change of the number of cities and city coor-
dinate distribution. Furthermore, ScheduleNet also showed that it
solves the limited communication or online mTSP variants.
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