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ABSTRACT 
Modeling synthetic characters which interact with objects in 
dynamic virtual worlds is important when we want the agents to 
act in an autonomous and non-preplanned way. Such interactions 
with objects would allow the synthetic characters to behave in a 
more believable way. Once objects offer innumerous uses, it is 
essential that the agent is able to acquire the necessary knowledge 
to identify action possibilities in the objects while interacting with 
them. We propose a conceptual framework that allows the agents 
to identify possible interactions with objects based in past 
experiences with other objects. Starting from sensory patterns 
collected during interactions with objects, the agent is able to 
acquire conceptual knowledge about regularities of the world, its 
internal states and its own actions. The presented work also 
proposes that such acquired knowledge may be used by the agent 
in order to satisfy its needs and goals by interacting with objects. 
Preliminary tests were made and it is possible to state that our 
agents are able to acquire valid conceptual knowledge about the 
regularities in the environment and its objects, its own actions and 
causal relations between them.  

Categories and Subject Descriptors 
I.2.6 [Artificial Intelligence]: Learning – concept learning, 

knowledge acquisition 

General Terms 
Algorithms, Experimentation, Human Factors 

Keywords 
Learning agents, believable qualities, object interaction, 
affordances, perception 

1. INTRODUCTION 
In the past few years 3D virtual worlds have had an enormous 
growth mainly due to the success of computer games. These 
worlds are often populated by autonomous synthetic agents 
capable of acting and interacting with their environment, with 
other agents and also with humans. The virtual worlds are 
composed of several objects that may have different types, uses 
and effects in the world. In order for the characters to fully take 

advantage of the objects they perceive in the world, they should 
“know” them and their consequences beforehand. This is possible 
when the number of objects is limited and the characters are 
partially scripted to know all kinds of objects and their uses. 
However, the support-mechanisms for a system that deals with 
agent-object interactions in virtual worlds grow to be very 
complex especially when the number of both objects and their 
available interactions becomes bigger and perhaps dynamic. Such 
system has to allow the characters not only to interact with their 
environment in a non-predictable way, but also to learn from their 
experiences and actions, thus creating unique personalities within 
the whole set of interacting agents. As such, the main questions 
we try to answer in the research here presented are: 
How can an agent identify the possibilities of interaction with 

an object and the consequences of that interaction, based on 

previous past experiences with other objects? 

How can these previous experiences guide the agent’s behavior 

by making him choose the best interactions with objects in order 

to satisfy its current goals and needs? 

In a previous work [7], we’ve presented a framework and 

implemented a test suite that allowed an agent to interact with its 
world and to learn concepts about objects and causal relations 
between action execution and changes on the agent’s state. This 

framework allowed us to validate some learning methods to allow 
agents of acquiring conceptual knowledge. 
In this paper we propose a conceptual framework including the 
agent’s architecture in order to answer the questions before-
mentioned. The solution is based in the qualitative and symbolic 
description of the objects’ perceptual features perceived by the 
agent through time by interacting with its environment. The 
suggested solution allows pertinent actions performed by the 
agent to be memorized and action sequences to be created. We 
believe this will endow an agent with real-time planning 
capabilities and to be able to predict the usual results of its 
actions, as it is inspired in the notion of object affordances [5]. 
This paper is organized as follows. First we will present some 
related work which served as inspiration for the research here 
presented. Then we will describe the proposed framework to solve 
the presented problem, including the conceptual model and 
framework’s architecture. Finally we draw some conclusions and 
provide the ideas of the future planned work.  
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2. RELATED WORK 
Agent-object interactions is a research topic that can be seen at 
two different levels: one relating to several perspectives over 
object use and meaning acquisition; the other about current 
implemented systems that deal with agent-object interaction.  

2.1 Perspectives over subject-object 

interactions 
One way of looking at the interactions between agents and objects 
is to ground those interactions in the concept of affordances. The 
term affordance was first used by J. Gibson [5] to denote that each 
individual lives in a particular space of its environment, composed 
by the set of the affordances he acquires through time. Thus 
affordances are defined by the set of things that the environment 
offers an individual taking into account his physical capabilities, 
i.e., what the individual perceives.  
Another important perspective is given by von Uexküll, who 
introduced the term functional tone [8]. For Uexküll, each 
individual ascribes a unique meaning to the objects it interacts 
daily, associating perceptions to actions through the creation of 
effector images. According to Uexküll the meanings that are 
invested upon the objects are influenced by the subject’s current 
mental and emotional state and don’t rely on their physical 
properties because they belong to each individual’s perceptual 
world. 
Differently, the main idea of the work developed by Zhang et al. 
[10] is that the generation of much of humans’ intelligence results 
from processing information distributed across an individual’s 

mind and external data derived from the world. The authors show 
that internal and external information about an individual can be 
interconnected to describe the environment’s affordances, through 
the actions that are allowed to an individual to execute taking into 
account its intrinsic acting constraints. This way we can model 
different behaviors for different individuals. 
One aspect that unites all these perspectives relates to the fact that 
the acquisition of action possibilities from objects relies in the 
subject’s social and cultural background. Actions performed over 
objects make also part of the individual’s experience by telling 
him what to expect when interacting with unknown objects that 
have perceptual features similar to previously sensed ones. 

2.2 Systems dealing with agent-object 

interactions 
In the context of our work and by looking at current systems that 
deal with agent-object interactions, we can divide them in systems 
that use plans to solve problems and systems that use affordances 
to guide the agents’ behavior. 
One way of dealing with the use of objects by agents is by 
attaching to the agent’s minds the adequate knowledge to be used 
in planning for dealing with the problem of objects. In the area of 
action planning, Abaci et al. [1] propose the association of plans 
represented in a formal language to each available action in an 
object, thus providing the agent with semantic information about 
their consequences. In the SODAJACK system [4], Geib et al. 

present a planning module where the main idea is that a generic 
interaction with an object can generate several expansions 
according the agents’ capacities and intentions, the characteristics 

of an object and the current state of the world. Each expansion 

forms a plan of actions that are transformed in motion directives 
in order for the agent to interact in the environment. 
Some other systems have made efforts in trying to use the concept 
of Gibson’s affordances to endow agents learning about facts in 
the environment by interacting with objects. This will allow them 
to satisfy its needs by performing specific actions. Within this 
area, one of the research works that greatly inspired the work here 
presented was done by Viezzer et al. [9] that proposed a way to 
internally represent affordances by joining external characteristics 
and possible uses for an object. This information can be used to 
select an object in the world that satisfies a certain agent’s need. It 
is also proposed that a combination of internal and external sensor 
values describe the agent’s state. A set of movement sensors can 
describe an action.  
Another inspiring work is presented by Cohen et al. [2] which 
proposed a system that characterizes the objects by statistically 
analyzing sensory information perceived by the agent when 
interacting with them. This allows an agent to learn concepts of 
things and activities through interaction with its world. In another 
work [3], Cos and Hayes allow an agent to associate affordances 
with expectations of changing its internal state. This estimation 
can be refined as the agent interacts again with the same objects, 
allowing him to learn from past experiences.  
Finally, another contribution for the work here presented comes 
from a recent seminar [6]. Some architectural issues were 
discussed in order to create an affordance-based system. 
According to the authors, a working implementation would enable 
a robot to find more action alternatives than pure appearance-
based perception approaches. We believe that such advantages 
will also outcome from building synthetic characters inspired in 
affordance-based paradigms. 

3. FRAMEWORK 
The proposed solution is a framework inspired in the notion of 
affordances. We propose these possibilities of action to be 
perceived by the agent by sensing its environment and taking into 
account its current needs, goals, emotions, etc., i.e., its internal 
state. Through time, the agent is able to perceive some patterns in 
its sensory data and creates concepts relating facts that change or 
maintain often together. The proposed framework also considers 
the acquisition of the notion of causality by recording facts that 
happen before or after other facts thus creating relations between 
concepts. This conceptual knowledge and relations can later be 
used to guide the agent’s behavior and help him fulfill its current 

needs and goals through the use of objects in its environment. The 
modeling of the agent’s perceptions is based in Cohen’s [2] work 
and the knowledge acquisition process and behavior control relies 
in Viezzer’s [9] system and theories. Moreover, the proposed 
framework’s architecture is based in some ideas taken from the 
Dagstuhl seminar [6]. 

3.1 Conceptual Model 
The framework’s main elements are Agents which explore a 
certain environment and Objects that are characterized by a set of 
perceptual features providing its entire sensory information.  
Agents’ sensors are described through a set of streams. A Stream 
is a sensory channel through which the agent receives internal or 
external stimuli, here called Tokens. By interacting with objects, 
the perceived tokens will update the agent’s streams. For example, 
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if the agent sees an orange fruit, stream “color” will be updated 
containing the token “orange”. A Sensation makes the connection 
between a certain stimulus and the sensory channel where it must 
be placed whenever the agent perceives something.  

Internal-sensations

External-sensations

Internal-sensations

External-sensations

time

Action-sensations

state t state t + 1action j

…

…  
Figure 1 – Transition between agent’s states by  

executing an action (adapted from [9]). 

As we can see from Figure 1 there are 3 types of streams which 
give origin to 3 types of sensations. External-streams relate the 
agent to its environment and describe what it feels when sensing 
objects. Internal-streams relate the agent to itself, allowing it to 
perceive its current internal state. Action-streams are a special 
type of internal streams that allow the agent to perceive its own 
actions. They describe his conscience relating its own actions, like 
for example an agent sensing that his hand is closing.  
An Action is the result of an internal process of the agent that can 
result in a variation of its internal or external state. Action 
execution provides information to the agent at two levels of 
perception: perceiving the action itself and perceiving the 
consequences of the action. Actions then define the agents' 
experience of activity. In Figure 1 we can see that at a certain 
instant of time, the agent’s state is defined by its external and 

internal sensations. Transitions between states are described by 
action-sensations activated during the execution of certain action. 

3.2 Architecture Overview 
Our framework’s architecture is a 3-layered agent architecture to 
manage agent-objects interactions in order to solve the presented 
problem, as we can see in Figure 2: 

Pattern-learning 
system

Object perception 
filtering system

External knowledge 
filtering system

Concepts memory

Activity-networks 
memory

Internal
updating-rules 

system

Internal streams External streamsAction streams

Action-validation system

Action-selection 
system

Adaptive behavior system

Planning system

tokens

activities

concepts / activities

physical properties

tokens

external knowledge

concepts / 
activities

action

possible actions

perform action (effectors)

perception

learning

behavior

perform action

tokens action information

agents objects

 
Figure 2 – Proposed framework’s agent architecture. 

The framework’s objective is to ultimately produce conceptual 
knowledge and guide the agent’s behavior by improving its acting 
performance. This is achieved by learning concepts relating the 
objects in the environment and the relations that the agent’s 

actions have on those properties and on the agent’s internal state. 
As such, the levels in the architecture are responsible to create, 

process and manipulate the information that will endow an agent 
of, staring from its perceptions, knowing what actions must it 
execute to fulfill its current goals.  
At each iteration, the system executes the agent’s pending actions 

by placing the correspondent action-tokens in the correct action-
streams. Both external-knowledge and object perception systems 
check if new external knowledge has been acquired.  
The internal updating-rules system updates certain internal-
streams according to some values present in a certain internal 
variables. For example, we can imagine a rule that places the 
token “sleepy” when the agent is “awake” for some time. 
As suggested by the framework’s architecture, the agents’ 

capabilities evolve according to two different phases: the first 
consists in gathering information from the environment and from 
the agent’s usual activities; the second consists in shaping the 
agent’s behavior by allowing him to perform actions that, 

according to the agent’s mind, will lead him to “good” states.  

3.2.1 Conceptual knowledge learning 
The objective of this phase is to create and update activities stored 
in the agent’s memory components. The agent’s learning 

evolution is achieved by monitoring the occurrence of events 
related with the presence of tokens in the agent’s streams. If some 

events occur simultaneously and frequently (a significant number 
of times [2]), then some knowledge structures that relate them are 
created by the pattern-learning system. As we can see from 
Figure 3, the agent starts by discovering concepts about the world, 
itself and its activities, and ends up building a set of regular 
activities in an activity-network, growing overtime both in size 
and complexity.  

external concepts

time, size, complexity

basic concepts concept relations activities activity-network

action concepts

internal concepts

 
Figure 3 – Knowledge structures growth overtime. 

The first kind of knowledge the agent learns is Concepts, which 
are pieces of knowledge that the agent learns through time by 
interacting with its environment. It consists in a set of two or more 
sensations of the same type, i.e., a set of internal, external or 
action sensations. To see if such sensations are related 
(associated) we use statistical mechanisms [7] to determine if the 
set of sensations both start and stop a significant number of times, 
and also determine their association strength. This strength 
represents the agent’s confidence in relation to the existence of 
such concept in the world. As the system evolves the agent’s 

confidence on the concepts will change, and some previously 
created concepts can even be “destroyed”. 
After the creation of concepts, relations between two types of 
concepts are generated. When the agent experiences certain 
action-sensations after perceiving some other sensations, the 
system can create the relation that tells that such agent’s state 

potentiates performing that action. Similarly, relations between 
action-sensations and other internal or external-sensations tell us 
that the action usually enables the appearance of some agent’s 
state. 
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These relations are the basis for the creation of larger structures of 
knowledge called activities. Activities represent patterns of actions 
comprising the agent’s experience. It is created by the pattern-

learning system and corresponds to the transformation from 
certain internal and/or external concepts (initial state) to other 
internal and/or external concepts (final state) by means of action 
concepts (action), as we can see in Figure 4: 

color – red
shape – spherical

taste – sweet

initial state final stateaction execution

mouth – mouthing
throat – swallowing

mood – happy
health – weak

hunger – hungry

mood – happy
health – healthy

hunger – full

 
Figure 4 – Example of an activity acquired by the agent. 

Besides the initial and final states and an action-concept, an 
activity has a certain probability associated. It represents the 
chance of, having the agent a current state matching the activity’s 
initial state, by executing the action, ending up perceiving the 
sensations included in the final state. 
As complex activities are gradually created, the system can begin 
to connect them with each other, storing activities in memory and 
associating them in Activity-networks. It’s important to notice that 

this link between actions that the agent performs in the 
environment and the learning of concepts about objects allows the 
agent to be able to experiment in the environment in a proactive 
manner, leading to goal-directed behavior once the relations are 
established. 

3.2.2 Guiding the agent’s behavior 
Activity-networks are the elements stored in memory that allow 
the planning mechanism to create plans of action that the agent 
can follow to achieve some desired state. Activities can be seen as 
“IF state n AND action j THEN state n+1” rules. As such, the 

system is able to look within the agent’s activity-networks 

memory for a chain of actions that, taking into account its current 
state, will lead with some probability to the desired state:  

initial 
state n

action

state n + 1
desired final 

state

final action…

 
Figure 5 – Creation of plans of by chaining activities. 

This kind of behavior allows the improvement of the agent’s 

action performance and autonomy. Activity-networks combined 
with a planned behavior allow the agent to somehow look a few 
steps further into its future and guess what the results of 
performing some actions probably are.  

4. CONCLUSIONS AND FUTURE WORK 
We have presented a conceptual framework that proposes the 
connection between perceptions and the execution of actions as 
the basis to improve agent’s acting performance and autonomy in 
virtual worlds. We believe that such capacity is possible by 
analyzing sensory data gathered from the environment while the 
agent interacts with it. Patterns discovered in this data through 
time allow the agent of learning conceptual knowledge about the 
world objects, its internal states, its actions, and causal relations 

between them. In this manner, the agent is able to adapt to new 
situations and worlds having into account its past experiences.  
Like humans, synthetic characters don’t inhabit virtual 

environments by themselves. They live in societies, exchanging 
information and creating relationships with other agents.  
Currently our framework is designed to directly receive external 
knowledge representing the agents’ social and cultural beliefs. As 

each agent’s knowledge is based in its own experiences, we 
believe that such exchange of information will allow us to build 
more believable agents as unique personalities emerge. In the 
future, we would also like to test the possibility of this cultural 
and social knowledge to be acquired by an agent by observing 
other agents in their activities just like it learns from its actions. 
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