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ABSTRACT

We present a dialogue system that allows agents to exchange a
guments in order to come to an agreement on how to act. When
selecting arguments to assert, an agent uses a model ofsuhat i
portant to the recipient agent. The system lets the agent® dg

an action that each finds acceptable, but does not necgsderil
mand that they resolve their differing preferences. Wegnean
analysis of the behaviour of our system and develop a mesmani
with which an agent can develop a model of another’s pretasn
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1. INTRODUCTION

Agents engaged in a deliberation dialogue share the ainathre
an agreement about how to act in order to achieve a partigakdr
[19]. Deliberating agents are co-operative in that theyheam for
agreement; however, individually they may each wish to arflte
the outcome in their own favour. We assume that agents doiset m
lead one another and will come to an agreement whereverpessi
however, each agent aims to satisfy its own preferences.

We build on an existing system for deliberation that proside
a dialogue strategy which allows agents to come to an agmeme
about how to act, despite the fact that they may have diffqnesi-
erences and thus may each be agreeing for different reaggns [
this system couples a dialectical setting with formal medghéor
argument evaluation and allows strategic manoeuvring dieroto
influence the dialogue outcome. The analysis of the simpaéesty
defined in [6] provides a foundation upon which we build here i
order to investigate a more sophisticated strategy thastaito ac-
count theproponent's(that is, the agent who asserts the argument)
perception of theecipient(the agent who receives the argument).

We present a novel deliberation strategy, which allows a pro
ponent to use its perception of the recipient to guide itodize
behaviour, and we perform a detailed analysis of the bebawb
our system. Such an analysis is crucial as it allows one &rohée
which applications our system is suitable for; it can alsmguhe
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development of new deliberation strategies with propettiat do
not hold for the strategy presented here.

The type of investigation presented here is commonly missin
from comparable dialogue systems (in part because hiattyrguch
work has focussed on defining rules to constrain dialoguer-int
action, rather than on strategies for manoeuvring withe¢bon-
straints); our analysis gives us a better understandingwfthe
strategy design affects dialogue outcome, which is crifored are
to deploy dialogue systems effectively.

We also present a mechanism that enables agents to model pref
erence information about others. When presenting proptsath-
ers, a key consideration is how the proposal appears to tha-re
ent; if an option presented does not meet the preferencethef o
dialogue participants, then it will be rejected. We presemtecha-
nism with which an agent can develop a model of what is importa
to another agent and show how it can be used to help agents make
proposals that are more likely to be agreeable.

Our paper is structured thus: in Sect. 2 we present the reason
ing mechanism (recapitulated from [6]) through which agesan
construct and evaluate arguments about action; in Sect.dfiree
the dialogue system, which is adapted from that presentf§] in
order to allow a proponent to take into account its model efrét
cipient when selecting an utterance to make; a detailed/sisadf
the behaviour of the dialogue system is given in Sect. 4 aotl Se
presents our mechanism for modelling another agent; wadems
related work in Sect. 6; Sect. 7 concludes the paper.

2. PRACTICAL ARGUMENTS

Our account is based upon a popular approach to argument char
acterisation, whereby argumentation schemes and criiestions
are used as presumptive justification for generating argtsrend
attacks between them [18]. Arguments are generated by art age
instantiating acheme for practical reasoninghich makes explicit
the following elements: the initial circumstances whergaacis
required; the action to be taken; the new circumstancesatiise
through acting; the goal to be achieved; the social valuenpted
by realising the goal in this way. The scheme is associatéld wi
a set of characteristic critical questions (CQs) that carused
to identify challenges to proposals for action that ingtaatthe
scheme. An unfavourable answer to a CQ will identify a poten-
tial flaw in the argument. Since the scheme makes use of weat ar
termed as ‘values’, this caters for arguments based on ciuge
preferences as well as more objective facts. Such valuessenmt
qualitative social interests that an agent wishes (or doésvish)
to uphold by realising the goal stated [3].

To enable the practical argument scheme and critical aquresti
approach to be precisely formalised for use in automateiisys
in[2] it was defined in terms of an Action-based Alternatingsi-
tion System (AATS) [20], which is a structure for modellingrge-



like multi-agent systems where the agents can performraiio

order to attempt to control the system in some way. Hence,sge u

an adaptation of the formalisms (first presented in [5]) thngea
Value-based Transition SystdWATS) as follows.

Definition 1: A value-based transition system(VATS) for an
agentz, denoteds”, is(Q7, q5, Ac”, Av®, p®, 7%, &% 7 6") s.t.:
Q7 is afinite set oftates

g6 € Q7 is the designatethitial state

Ac” is a finite set ofctions

Av”® is a finite set ofralues

p® : Ac® — 297 is anaction precondition functignwhich for
each actiona € Ac” defines the set of statgga) from whicha
may be executed;

77 QF X Ac” — Q" is a partial system transition functigrwhich

defines the state®(q, a) that would result by the performance of
a from stateg—n.b. as this function is partial, not all actions are

possible in all states (cf. the precondition function apve

®* is a finite set ohtomic propositions

7 . Q% — 2% is aninterpretation functionwhich gives the set
of primitive propositions satisfied in each statepi€ 7°(q), then
this means that the propositional variabjeis satisfied (equiva-
lently, true) in statey; and

0% : Q% x QF x Av® — {4+, —, =} is avaluation functionwhich
defines thestatus(promoted §), demoted {), or neutral )) of

a valuev € Av” ascribed by the agent to the transition between

two states:* (g, ¢’, v) labels the transition betweenand ¢’ with
respect to the value € Av®.
Note,Q* = 0 < Ac® = 0 < Av® = () «— d* = ().

An agent has its own individual VATS; any two agents’ VATSs
arenot necessarilyhe same. Given its VATS, an agent can now in-

stantiate the practical reasoning argument scheme in twdeEm-
struct arguments for (or against) actions to achieve aquéati goal
because they promote (or demote) a particular value.

Definition 2: An argument constructed by an agent from its
VATSS® is a 4-tupleA = (a,p,v,s) S.t.: ¢z = ¢0; a € A,
7%(gz,a) = qy; p € T (qy); v € AV; §%(qa, qy,v) = s Where
s € {+, —}. We define the functiongict(A) = a; Goal(A) = p;
Val(A) = v; Sign(4) = s. If Sign(A) = +(—resp.), then we
say A is a positive (negativeresp.) argumenfor (againstresp.)
action a. We denote theet of all arguments an agentr can
construct from S* as Args”; we let Args; = {A € Args” |
Goal(A) = p}. The set ofraluesfor a set of arguments’ is de-
fined asVals(X) = {v | A € X andVal(A) = v}.

If we take a particular argument for an action, it is posstble

generate attacks on that argument by posing the various €Qs r

lated to the practical reasoning argument scheme. In [24ilde

are given of how the reasoning with the argument scheme asd po

ing CQs is split into three stageproblem formulationwhere the
agents decide on the facts and values relevant to the pgartsitua-
tion under consideration for constructing and, if necessdigning

their VATSs; epistemic reasoningvhere the agents determine the

current situation with respect to the structure formed atgtevi-

ous stage; andction selectionwhere the agents develop, and eval-
uate, arguments and counter arguments about what to do, \WMere

assume that the agents’ problem formulation and epistezagon-

ing are sound and that any dispute between them relatingetz th

CQ8: Does the action have a side effect that demotes the value?
CQ9: Does the action have a side effect that demotes anothex¥alu
CQ10: Does doing the action promote some other value?

CQ11: Does doing the action preclude some other action that would
promote some other value?

We do not consider CQ5 or CQL11 further, as the focus here is
to agree to an action that achieves gwal, hence, incidental con-
sequences (CQ5) and other potentially precluded actioQsL{E
are of no interest. We focus instead on CQ6-CQ10; agentipart
pating in a deliberation dialogue use these CQs to identifcls
on proposed arguments for action. These CQs generate a set of
arguments for and against different actions to achieve ticpéar
goal, where each argument is associated with a motivatihgeva
To evaluate the status of these arguments we use a Value Based
gumentation Framework (VAF), an extension of the arguntimta
frameworks (AF) of Dung [10] (introduced in [3]). In an AF an a
gument is admissible with respect to a set of arguments &aif i
attackers are attacked by some argument in S, and no argument
S attacks an argument in S. In a VAF an argument succeeds in de-
feating an argument it attacks if its value is ranked highantthe
value of the argument attacked; a particular ordering ofveiiees
is characterised as amdience Arguments in a VAF are admissible
with respect to an audience A and a set of arguments S if theey ar
admissible with respect to S in the AF which results from remo
ing all the attacks which are unsuccessful given the audiédn@
maximal admissible set of a VAF is known apraferred extensian

Although VAFs are often considered abstractly, here we give
instantiation in which we define the attack relation betwienar-
guments. Condition 1 of the following attack relation alk¥or
CQ8 and CQ9; condition 2 allows for CQ10; condition 3 allows f
CQ6 and CQ7. Note that attacks generated by condition 1 dre no
symmetrical, whilst those generated by conditions 2 ana3 ar

Definition 3: Aninstantiated value-based argumentation frame-
work (iVAF) is defined by a tupléX, A) s.t. X is a finite set of ar-
guments andd C X x X is theattack relation. A pair (A4;, A;) €
A is referred to as "A; attacksA;” or * A; is attacked byA;”".
For two argumentsd; = (a,p,v,s), A; = (a’,p’',v',s') € X,
(A;, Aj) € Aiff p = p’ and either: ()a = o/, s = — and
s=+0r(Qa=d,v#v ands=s"=+;0r(3)a # a’ and
s=35 =+.

Anaudiencefor an agentx over the valued’ is a binary relation
R* C V x V that defines dotal orderover V' where exactly one
of (v,v"), (v, v) is @ member oR* for any distinctv, v" € V. If
(v,v") € R* we say thaw is preferred to v’, denotedv =, v'.
We say that an argumem; is preferred to the argument4; in
the audienceR”, denotedA4; >, Aj, iff Val(4;) > Val(4;).
If R” is an audience over the valué&sfor the iVAF(X, A), then
Vals(X) C V.

We use the term ‘audience’ to be consistent with the liteeatu
Note, however, audience does not refer to the preferenceetb
agents; rather, it represents a particular agent’s predese

Given an iVAF and a particular agent’s audience, we can deter
mine acceptability of an argument as follows. Note that itiack
is symmetric, then an attack only succeeds in defeat if ttaeler
is more preferredhan the argument being attacked; however, as in
[3], if an attack is asymmetric, then an attack succeeds fieadléf

stages has been resolved: hence, we do not consider the 6Qs th the attacker ist least as preferreds the argument being attacked.

arise in these stages. That leaves CQ5-CQ11 for consider@s
numbered in [2]):

CQ5: Are there alternative ways of realising the same consempsh

CQ6: Are there alternative ways of realising the same goal?
CQ7: Are there alternative ways of promoting the same value?
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Definition 4: LetR” be an audience and Ig§fY’, A) be an iVAF.
For (Ai, Aj) € As.t. (4;,A;) ¢ A, A; defeatsA; underR® if
Aj o A
For (Ai, Aj) € As.t. (4;,4;) € A, A; defeatsA; underR® if
A =2 Aj.
An argumentd; € X is acceptable w.r.tS underR?® (S C X)if:



Move | Format A dialogue is simply a sequence of moves, each of which is in-
Open (z,0pen, ) dexed by the timepoint when the move was made. Exactly one
assert | (x,assert, A) move is made at each timepoint.

agree | (z,agree, a) Definition 6: A dialogue, denotedD?, is a sequence of moves
close | {z,close,7) [ma, ..., m:]involving two participants it = {Ag1, Ag2}, where

t € N and the following conditions hold: (I is a move of
the form (z, open,~) wherexz € Z; (2) Sender(m,) € Z for
1 < s < t; (3) Sender(ms) # Sender(msy1) for 1 < s < t.
for everyA; € X that defeatsd; underR?, there is somel;, € S Thetopic of the dialogueD* is returned byTopic(D*) = v. The

Table 1: Format for moves used in deliberation dialogues:y is
a goal; a is an action; A is an argument; z is an agent identifier.

that defeats4; underR”. set of all dialogues is denoted.

A subsetS of X' is conflict-free underR” if no argument4; € S The first move of a dialogu®® must always be an open move
defeats another argumertt; € S underR®. (condition 1 of the previous definition), every move of thaldgue

A subsefS of X' isadmissibleunderR? if: S is conflict-free inR* must be made by a participant (condition 2), and the agekés ta
and everyA € S is acceptable w.r.5 underR”. it in turns to send a move (condition 3). In order to terminate
A subsetS of X is apreferred extensionunderR? if it is a maxi- dialogue, either: two close moves must appear one immédyliate
mal admissible set undee®. after the other in the sequence rtatched-close or two moves
An argumentA is acceptablein the iVAF (X', A) under audience  agreeing to the same action must appear one immediatefytiadte
R* if there issomepreferred extension containing it. other in the sequence (agreed-closp

We can define avinning valuefor an iVAF and a particular Definition 7: Let D' be a dialogue s.t. Topic(D') = ~. We

agent's audience: a value is a winning value for an agenteifth g5y that either :m., (1 < s < t) is a matched-close for D!
is an argument that promotes that value and is acceptabér thmel iff me_1 = (z C|osé ~) and m_s = (7, close, 7); elsem, (1 <

agent's audience. Note that the winning value is not nedéssa ¢ < ¢) js an agreed-close forD? iff m._, = (z,agree,a) and
the most preferred, rather the one that motivates some eaieef ms = (T, agree, a). We sayD' has afailed outcomeiff m; is a

argumentor an action. matched-close, whereas we 8y has asuccessful outcomef a
Definition 5: Let R* be an audience andi¥, .4) be an iVAF. The iff m: = (x, agree, a) is an agreed-close.

valuev is awinning value in <XI: A) underR?” iff 3A € X' s.t. A So a matched-close or an agreed-close will terminate aglialo
is acceptable ifX', A) underR®, Sign(4) = + andVal(A) = v. D? but only if D' has not already terminated.

It is clear (from the definition of an iVAF) that if all the argu
ments that appear in an iVAF relate to the same goal, thee ther
at most one winning value for a given audience. (Proofs ai&ean
here, for details please see [7].)

Definition 8: Let D’ be a dialogue.D® terminates att iff m; is
a matched-close or an agreed-close 0f and —3s s.t. s < t,
D' extends D* (i.e. the firsts moves ofD* are the same as the
sequenceé)®) and D° terminates ak.

Proposition 1:LetR " be an aud|lence and |‘éﬂiv A) be an iVAF. If We shortly give the particular protocol and strategy fumsi
VA, A" € X, Goal(A) = Goal(A') and/v andv’ are both winning that allow agents to generate deliberation dialogues.t, Firs in-
values in(X, A) underR®, thenv = v". troduce some subsidiary definitions. At any point in a diakg
We have defined a mechanism with which an agent can deter- an agent: can construct an iVAF from the union of the arguments
mine attacks between arguments for and against actiom®) then it can construct from its VATS and the arguments that haver bee

use an ordering over the values that motivate such arguniénts  asserted by the other agent; we call thisdialogue iVAF
audie_nce) in order to det_ermi_ne _their acceptability. N“’ﬂﬁef"?e Definition 9: A dialogue iVAF for an agent: participating in a di-
our dialogue system, which significantly enhances thagmtes! in alogueD! is denotediVAF (z, D). If D' is the sequence of moves

[E;] ;:1 orde_r _to alllow a_proponent to take into account its peton = [m,...,m], thendVAF(z, D*) is the IVAF (X, A) where
of the recipient’s audience. X = ArgsT i pty ULA | Imi = (T, assert, A)(1 < k < 1)}.
3. DIALOGUE SYSTEM An action isagreeableto an agent: if and only if there is some

argumentfor that action that is acceptable itis dialogue iVAF
under the audience that represetitspreference over values. Note
that the set of actions that are agreeable to an agent magehan
over the course of the dialogue.

The communicative acts in a dialogue are caheaves We as-
sume that there are always exactly two agep#st{cipantg taking
part in a dialogue, each with its own identifier taken from tie¢
T ={Agl, Ag2}. Each participant takes it in turn to make a move

to the other. We refer to participants using the variablemdz Definition 10: An actiona is agreeablein the iVAF (X, A) un-
such thatz is 1 if and only if Z is 2; z is 2 if and only if Z is 1. der the audienceR” iff 34 = (a,7,v,+) € X sit. Als ac-

A move in our system is of the formAgent, Act, Content). ceptable in(X, A) under R*. We denote thset of all actions
Agent is the identifier of the agent generating the move; is that are agreeable to an agent: participating in a dialogue D*

the type of move, and th€ontent gives the details of the move.  as AgActs(z, D*), s.t. a € AgActs(z, D') iff a is agreeable in
The format for moves used in deliberation dialogues is shown  dVAF(z, D*) underRr®.

Table 1, and the set of all moves meeting the format defined in A protocol is a function that returns the set of moves that are
Table 1 is denotedM. Note,Sender : M — T is a function such permissible for an agent to make at each point in a parti¢yfz

thatSender({Agent, Act, Content)) = Agent. of dialogue. Here we give a protocol for deliberation. lteakhe

We now informally explain the different types of move: @pen dialogue that the agents are participating in and the itientf the
move(z, open, v) opens a dialogue to agree on an action to achieve agent whose turn it is and returns the set of permissible move
the goaly; an assertmove (z, assert, A) asserts an argument Definition 11: Thedeliberation protocol for agentz is a function

for or against an action to achieve a goal that is the topicef t  protocol, : D +— ©(M). Let D! be a dialogue { < t) s.t.
dialogue; anagree move (z, agree, a) indicates thatc agrees to Sender(m;) = T and Topic(D") = ~.

performing actioru to achieve the topic; elosemove(z, close, ) . s/ ag( It
indicates that: wishes to end the dialogue. Protocol (D) = P7=(D%) U P2#(D") U {(z, close, 7) }
where the following are sets of moves atidz Z:
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P2(D") = {{=x,assert, A) | Goal(A) =~

and

—Imy = (x,assert, A)(1 < t' < t)
PX®(DY) = {(x,agree,a) | either

(1)m¢ = (T, agree, a)

else
(2)(Fmy = (T, assert, {a,v,v, +))(1 < t' < t))
and
(if Imyr = (x,agree, a)

then 34, myn = (x, assert, A)
(t// < t/// S t))}
The protocol states that it is permissible to assert an aggtim

for or against an action to achieve the topic of the dialogul®ag
as that argument has not previously been asserted in tfagdal

than that which motivates the selected argument.

Definition 13: Let U = {(xz, assert, A1), ..., (x, assert, Ax)}.
The functiorPicka.ss returns achosen assert movs.t.

if Pickass(V) = (z,assert, A;) (1 < i < k), then—-35 (1 <j <
k) s.t. ModelsZ (Val(A;)) > ModelsZ (Val(A4;))

We also require a function that allows an agent to selectticpar
ular permissible move to make from a set of agree moves (ddnot
Pickag). Our analysis in the next section does not depend on the
definition of Picka.g, hence we do not defirick.; here but leave
it as a parameter of our system (in its simplest foRttk., may
return an arbitrary agree move from the input set).

We are now able to define @eliberation strategy It takes the
dialogueD* and returns exactly one of the legal moves.

Definition 14: Thestrategy for an agentx is a functionStrat,, :
D — M given in Figure 1.

An agent can agree to an action that has been agreed to by the 5 ye|1formed dialogués a dialogue that has been generated by

other agent in the preceding move (condition 1/3f); otherwise

an agentr can agree to an action that has been proposed by the
other participant (condition 2 dP;¢) as long as ifc has previously
agreed to that action, thenhas since then asserted some new ar-
gument. This is because we want to avoid the situation where a
agent keeps repeatedly agreeing to an action that the ogleet a
will not agree to: if an agent makes a move agreeing to anractio
and the other agent does not wish to also agree to that atttiem,
the first agent must before being able to repeat its agree meve
troduce some new argument that may convince the secondtagent
agree. Agents may always make a close move.

We have thus defined a protocol that determines which moves it
is permissible to make during a dialogue; however, an agéht s
has considerable choice when selecting which of these psifoie
moves to make. In order to select one of the permissible maves
agent uses a particular strategy. Informally, the stratieatywe will
shortly define selects a move as follows: if it is permissiblmake
a move agreeing to amgreeableaction, then make such an agree
move; else, if it is permissible to assert an argunfentin agree-
able action, then assert some such argument; else, if it is permis
sible to assert an argumesmjainstan action thats not agreeable
then assert some such argument; else make a close move. ki¢ghen t
strategy results in a choice of more than one agree or assgg, m
an agent must rely on two further functions for selectingrfra set
of either permissible assert or permissible agree moves.

When selecting a particular assert move, a proponent maees u
of its model of the recipient. In particular, when faced vétbhoice
of arguments to assert, an agent will choose one with a ntistiya
value that it believes is highly ranked by the recipient. Sha
proponent needs to model what it believes could be the estipi
winning value. We define a function that takes a value andafor
given dialogue and recipient, maps to the interval betw@end
1; the higher the output of this function, the more the proptne
believes that the value is the recipient’s winning value.

Definition 12: A recipient value modelis given by the function
ModelsZ : D x Av*® +— [0,1] (z,7 € T).

Note, there are many ways this function could be initialisttthe
beginning of a dialogue. For example: we could initialideralues
to 0.5; information from past interactions could be usediidgthe
initial values; or in highly co-operative settings it may kassense
to assume that the agents share similar views, so the vabutd ¢
be initialised to mirror the proponent’s value preference.

A proponent selects an argument to assert as follows: iétiser
a choice of more than one argument to be asserted, then the age
will choose to assert one such argument such that of all ther ot
arguments it could assert, it does not believe that the satuat
motivate them are more likely to be the recipient’s winnirajue
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two agents each following this strategy.
Definition 15: A well-formed dialogueis a dialogueD® s.t. Vt’
(1 <t <t), Sender(m") = z iff Strat, (D' ~') = my

We now give a short example. There are two participadig,
and Ag2, who have the shared goal of doing something together on
Saturday Activity ForSat). The relevant values for this scenario
arecompany(C), promoted by spending time with the other agent,
variety (V) promoted by doing an activity the agent has not done
recently, distance(D), promoted by doing a nearby activity, and
money(M), promoted by cheap activities. The participants have
the following audiences.

C>ag1D >4g1 V=291 M
M =492V >=ag2 D =492 C

To save space, we only considéy1’s recipient value model of
Ag2, which is initialised as follows (presumably based on some
background knowledge thatgl has). Modelsﬁ{ﬁ(Dl,val) =1
iff val = C;0.9iff val = D; 0.8 iff val =V orval = M.

The agents’ initial dialogue iVAFs can be seen in Figs. 2 and 3
where the nodes represent arguments and are labelled witicth
tion that they are for (or the negation of the action that they
against) and the value they are motivated by. The arcs reqres
the attack relation and a double circle round a node meahghda
argument that it represents is acceptable to that agent.

)
Figure 2: Agent Ag1’s dialogue iVAF att = 1, dVAF(Ag1, D).

-Resta
urant
D A

Figure 3: Agent Ag2’s dialogue iVAF att = 1, dVAF(Ag2, D).

Agent Ag2 starts the dialogue with the move;. At this point
there are two arguments that are acceptablédo:
(Restaurant, ActivityForSat, C, +);
(Picnic, ActivityForSat,C, +).
Agent Agl currently believes tha€' is most likely the winning
value for Ag2 (as Modelsﬁgf(Dl, C) = 1) and so it selects an
argument motivated bg' to assert.

m1 = (Ag2, open, Activity ForSat)



Strat,(D') = Pickeg (S2)(D')  iff S2(D') £ 0

Strat, (D*) — Pickes(SE®) (D) iff S25(D') = 0 andSZP(D*) # 0

Strat, (D') = Pickass(S5%)(D')  iff S(D') = SP°P(D') = 0 andSZ(D") # 0
Strat, (D') = (z, close, Topic(D?)) iff S2&(D") = S (D) = S3(D!) =@

where the choices for the moves are given by the followinglidry functions withe’ € {x,z} andTopic(D*) = v
S%(DY) = {(x,agree,a) € PE(D") | a € AgActs(z, D)}
SPP(DY) = {(z,assert, A) € P2*(D") | A€ Args?, Act(A) = a,Sign(A) = +
anda € AgActs(z, D)}
SI(DY) = {(w,assert, A) € P2*(D") | A€ Args?, Act(A) = a,Sign(4) = —,
a & AgActs(z, D') and
Imy = (x',assert, AY(1 < t' < t) st
Act(A") = a andSign(A’) = +}
Figure 1: The strategy function selects a move according tde following preference ordering (starting with the most preferred): an
agree @g), a proposing assert prop), an attacking assert tt), a close €lose).

= (Agl, assert, (Restaurant, Activity ForSat, C, +)) tion to go for a picnic as it is nearbylg1 now has reason to believe
This new argument is added tédg2’s dialogue iVAF, to give that in factD is unlikely to be the winning value fadg2 and so it
dVAR Ag2, D?) (Fig. 4). decrements its recipient value model for this value fmto 0.7:

Models,%}(D®, D) = 0.7.

—.Resta Resta
urant urant

Figure 4: Agent Ag2's dlalogue iVAF att = 2 dVAF (Ag2, D?).

As Ag2 actually prefers valu® to valueC, this new argument is
not acceptable toit. In fact, there are no actions curraaghgeable
to Ag2 (as there are no acceptable arguments for an action in its
dialogue iVAF) and solg2 makes an attacking move by asserting
its argument against going to the restaurant (as it is fayawa

= (Ag2, assert, (Restaurant, ActivityForSat, D, —))

This new argument is added tég1's dialogue iVAF, to give
dVAR Ag1, D?) (Fig. 5). AsAg2 did not agree todg1’s sugges-
tion to go to a restaurant for good comparyy1 now has reason . . . -
to believe that in fac€ is unlikely to be the winning value fad g2 Figure 7: Agent Ag1’s dialogue iVAF att = 5, dVAF(Agl, D°).

and so it decrements its recipient value model for this véiom 1 Agent Agl still finds going for a picnic agreeable, but it now
00.8: ModelsﬁZ?(D?’, C) = 0.8. believes that eithef/ or V' is likely to be the winning value for

Ag2. Hence, it asserts its argument for going for a picnic that is
motivated by the valud/.
= (Agl, assert, (Picnic, ActivityForSat, M, +))

Figure 5: Agent Ag1's dialogue iVAF att = 3, dVAF(Ag1, D?).

Agent Ag1 still finds both picnic and restaurant agreeable ac-
tions. As it has already asserted its argument for goinggoahtau-
rant, it must now choose one of its arguments for going focaipi
to assert. It currently believes thatis likely the winning value for
Ag2 and so chooses an argument motivated by this value.

myg = (Agl, assert, (Picnic, ActivityForSat, D, +))

This new z:}lrgument is added t4g2's dialogue iVAF, to give
dVAR Ag2, D*) (Fig. 6). AsAg2 in fact prefers valud’ to value ; i ; )
D, thF(e propos)ed action of going for a picnic is not agreeable to agrees to this action anbd the dialogue terminates sucdgssfu
Ag2 and so it asserts its argument against this action. = (Agl, agree, Picnic)

= (Ag2, assert, ( Picnic, ActivityForSat,V, —)) Mo = <AgZ,ag_ree, Picnic)
This example illustrates how agents can reach an agreement o

an action to achieve a joint goal despite their differingfrences
ﬂﬁgﬂf Resta- over values; it also shows how an agent may update is model of
urant v another’s winning value based on their dialogue behaviour.
Figure 6: AgentAgQSdlangue |VAF att = 4,dVAF(Ag2, D*). 4. ANALYSIS OF THE SYSTEM

This new argument is added tdg1's dialogue iVAF, to give In [6], an analysis is given of a more abstract version of the
dVAR Ag1, D) (Fig. 7). AsAg2 did not agree todgl’s sugges- dialogue system discussed here in which neifPiek function is

Figure 8: Agent Ag2's d|alogue iVAF att = 6, dVAF(Ag2, D°).
This new argument is added tdg2’s dialogue iVAF, to give
dVAR Ag2, D%) (Fig. 8). AsAgl is now right in believing that
M is the winning value forAgl, Agl finds this new argument
acceptable and so agrees to going for a picnic. Agég also
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specified, hence the results of [6] all hold for the specialiser-
sion of the dialogue system that we present here. In paaticall
dialogues generated by our system terminate; if the digdgumi-
nates with a successful outcome of actigrthena is agreeable to
both agents at the end of the dialogue; if there is an actitimat
is agreeable to both agents when the dialogue terminatss thie
dialogue terminates with a successful outcome.

However, for the dialogue system defined in [6], it is some8m
the case that even when there is an action that is agreeatéeho
agent given the union of their arguments (i.e. agreeablegjoint
iVAF (X, A) under each agent's audience, whéte= Args? U

Argsf), the dialogue may still terminate unsuccessfully. As we
have now instantiated tHeick.ss function we are able to present a
more detailed analysis of when a dialogue generated by #teray
will terminate successfully.

First we need to show that if there is an action that is agitedab
both agents in the joint iVAF and that action is agreeableni® of
the agentst the end of the dialogy¢hen the dialogue will termi-
nate with a successful outcome. (This following lemma hddls
any instantiation of th@ick functions.)

Lemma 1:Let D be a well-formed deliberation dialogue that ter-

minates at where(X, A) is the joint iVAF (¢ = Args?UArgs?).

If there exists an actiom s.t. a is agreeable in the joint iVAF

(X, A) under bothR* andR* anda is agreeable idVAF(z, D*)

underR?, then the dialogue terminates with a successful outcome.
We can now show that if there is an action agreeable to both

agents in the joint iVAF such thait any point in the dialogue

that action is agreeable to who knows correctly what’s win-

ning value is, then the dialogue will terminate succesgfull

Proposition 2:Let D* be a well-formed deliberation dialogue that
terminates att where (X', A) is the joint iVAF (¢ = Args> U
Args?), the valuev is the winning value i, A) underR™, and
the actiona is agreeable in the joint iVAEX, A) under bothR”

and RZ. If there existg’ s.t. D' extendsD? and there exists an

argumentA for a s.t. A is acceptable idVAF(z, Dt/) underR”
andModelsZ (D, Val) = 1iff Val = v, thenD" terminates with
a successful outcome.

It is interesting to note that it is not always the case th#téfe
is an action that is agreeable to both agents in the joint idAB
that is agreeable to one of the agents at some point in thegdie)
then the successful outcome of the dialogue will be an adtiah
is agreeable to both agents in the joint iVAF. For examplesiter
the situation whereArgsZ9' = {{al,~,v2, +), (a2, v,v1, —)};
Args'l‘?g2 <CL27 ’Ya ’U3, +>? <(12, ’73 1)4? 7)}7 U4 >A91 ’U3 >A91
v2 = ag1 V1; V1 = ag2 U3 > ag2 V2 > ag2 v4. If we construct the
joint iVAF for this example, then we see that the actidnis agree-
able to both agents and the actig®is agreeable to neither (given
the union of their arguments); however, the dialogue geéednaill
terminate successfully with2 as the outcome. This observation
is important as it helps to determine the suitability of thategy
defined here for particular applications: if it is imperatihat the
outcome arrived at is the ‘best’ possible (in the sense tiwagree-
able to each participant given the union of their knowledgjegn
the strategy we give here is not suitable; whilst if we singbgire
that agents reach some agreement, then our strategy maesuffi

There are situations where there is an action agreeablecto ea
agent in the joint iVAF and yet the dialogue still does notrirate
successfully (for example, if there is no action agreeabks teast
one of the agents at the start of the dialogue). The detailelysis
that we give here of when and why a dialogue terminates ss€ces
fully is invaluable for the future design of deliberatiorsggms that
aim to avoid this situation. Our investigation takes stepgtds an
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understanding of how the design of a deliberation strategythe
subjective preferences of agents affect dialogue behaviou

5. MODELLING AGENT PREFERENCES

We have shown that if a proponent can correctly model the re-
cipient’s winning value for the joint iVAF and there is an iact
agreeable to each given the joint iVAF, then if that actioatisny
point agreeable to the proponent, the dialogue will terteirsaic-
cessfully. We now consider how a proponent may aim to cdyrect
model the recipient’s winning value. Whilst there is muckstrg
work on reasoning about another agent’s beliefs, we arevnatea
of any work that aims at modelling another agent’s values.

In order to design a modelling mechanism, we consider what it
means to be a winning value. Recall: (Def. 5) a value is a wigni
value for an agent in an iVAF if there is@ositiveargument that
promotesthat value and that is acceptable under the agent’s audi-
ence (and so it is not necessarily the most preferred valBedp.

1) an agent has at most one winning value for a particular iVAF
where all arguments relate to the same goal (since we are deal
ing with deliberation dialogues with a particular topic, agsume
henceforth that all the arguments in an iVAF relate to theesam
goal).

We can show (all proofs in [7]) that if there is no winning valu
for an iVAF under a particular audience, then it must be theeca
that for everypositiveargumentor an action, there is anothaeg-
ative argumentagainstthat action whose value is at least as pre-
ferred. Thus there is only one special case in which thereis n
winning value for an agent in an iVAF, justifying our apprbaaf
modelling what is likely to be an agent’s winning value.

Proposition 3:Let(X, .A) be an iVAF s.t. there is no winning value
under audienc&R”®. If 3(a,p,v,+) € X, thenI(a,p,v’, —) s.t.
(v,0") € R”.

Now we consider what it means if there is an argument motivate
by the winning value that is not acceptable. We can show that i
there is an argumeifibr an action that is motivated by the winning
value but that is not acceptable, then there must be an argume
againstthat action that is at least as preferred.

Proposition 4: Let (X, .A) be an iVAF s.t.v is the winning value
underR®. If 3A = (a,p,v,+) € X s.t. A not acceptable in
(X, A) underR?®, thendA’ = {a,p,v’,—) s.t. (v,v') € X.

The previous result considers an iVAF in whichis an agent's

winning value. However, we are concerned with modellingrehe
cipient’s winning valuén the joint iVAF , which the agents do not
have access to (since this is built from the agents’ privaimm-
edge). Thus we must also consider the relationship betwren a
iVAF and its subgraphs. We show thatufis a winning value in
an iVAF, but there is an argument for an actiemotivated byv
that is not acceptable in a subgraph, then either: there bauah
argument against that action in the subgraph that is at ésaste-
ferred; else there must be an argument in the subgraph foe som
other actiona’ that is motivated by a more preferred value than
and there must be an argument that is in the iVAF but not in the
subgraph against actieri that defeats this argument.
Proposition 5:Let (X, A), (X', A") be iVAFs s.tX’ C X. If vis
the winning value i X', A) underR® but A = (a, p,v,+) is not
acceptable in X', A’) underR?, then either: (13(a,p,v’, —) €
X' st (v,0') € R*; else (2)3(a’,p,v',+) € X' s.t. (Vv',v) €
R*and3a',p,v",—) € X\ X' s.t. (v/,0v") € R”.

Let us now consider the case where a proponent asserts iag@osit
argument for an action motivated by the value, wherew is the
recipient’s winning value in the joint iVAF, and the reciptedoes
not respond with an agree move. From Prop. 5 we see that there



are two possible cases.

Case 1:The recipient has a negative argumeagainsta that is
motivated by a value that the recipient prefers at least ahrasw.

In this caseq cannot be agreeable to the recipient in the joint iVAF
(sincew is the recipient’s winning value, therefore all acceptable
positive arguments must be motivateddyand any such argument
for a will be defeated by the recipient’s argument agairjst

Case 2: The recipient has a positive argument for some other
actiona’ that is motivated by a value’ that it prefers more te
and the proponent has an unasserted negative argumenstagain
that is motivated by a value” that the recipient prefers at least as
much as’.

As v is the recipient’s winning value, there must be a positive
argument in the joint iVAF that is motivated hyand acceptable
under the recipient’s audience, thus there must be at leagpasi-
tive argument motivated by and known to the proponent that falls
under Case 2 (since a negative argument that defeats anemgismm
the recipient’s dialogue iVAF will also defeat that argurhander
the recipient’s audience in the joint iVAF). Therefore, ipeopo-
nent has asserted all of its positive arguments motivated &yd
not elicited an agree, the only way thatan be the recipient’s win-
ning value is if the proponent has an unasserted argumeirisaga
every action agreeable to the recipient that succeeds éatlefder
the recipient’s audience.

If the proponent knows no unasserted negative argumems, th
Case 2 above cannot hold, therefore further limiting thenchaof
v being the winning value.

We can use these insights to define a simple mechanism for up-

dating an agent'8/odels function. This function maps each value
to the interval between 0 and 1; the higher the output of thetfan

the more the proponent believes that the value is the wirnvahge

for the recipient (Def. 12). For reasons of space, here we @-
sider the case where the proponent has asserted an argumant f
action motivated by and the recipient does not then agree to that
action. As we have seen, if the following conditions alsadhtthe
proponent has extra reason to believe thad not the recipient’s
winning value:

- the proponent knows no unasserted negative arguments;

- the proponent knows no unasserted positive arguments

motivated byv;

- the proponent knows no unasserted positive arguments

motivated byv and knows no unasserted negative arguments
(in this case it is not possible thats the recipient’s winning
value).

We use an update functiGub(Models% (D*, v), N) that decre-
mentsModelsZ (D*, v) by N (whilst respecting the function’s range
boundaries) and captures these situations as follows:

Definition 16: Let D* be a dialogue s.tdVAF(z, D*) = (X, A),
AssArgs = {A | 3i(1 < i < t)st.m; = (_ assert, A)},
me—1 = (x, assert, (a, p,v, +)), andm; # (T, agree, a).
Agentz updates its recipient value modeModelsZ as follows.
If AAe X sit.
(Sign(A) = +,Val(A) =vand A ¢ AssArgs
thenif AA’" € X s.t.Sign(A") = —and A’ € AssArgs,
Models% (D!, v) := 0,
elseModelsZ (D", v) := Sub(ModelsZ (D!, v),0.4).
Otherwise
if AA € X s.t.Sign(A
then ModelsZ(D*,v) :=
Otherwise
ModelsZ (D¢, v) := Sub(ModelsZ(D*"*,v),0.1).

In the example in Sect. 3, ageAy1 updates its recipient value

model in this manner.

= —andA ¢ AssArgs,
Sub(ModelsZ (D", v),0.2).
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We have thus given a principled mechanism with which an agent
can model another agent’s winning value, based on theioglied
behaviour. Our mechanism is not intended to be completegitis
also to consider situations in which it is appropriate taémeent
the function output for a particular value. Also, the figutkat
our update mechanism uses for the decrements (which refiect t
strength of the reason that the proponent has to believe ibatot
the recipient’s winning value) could be further refined {madarly
with empirical analysis). However, our simple mechanistusi
trates how detailed theoretical analysis of system behawdan be
useful in designing dialogue strategies.

6. RELATED WORK

Our proposal uses the same underlying dialogue framework as
in [5]; however, that work is only similar in that it uses thense
dialogue representation. The system defined in [5] is comcer
not with deliberation but with a type of inquiry dialoguegitsures
that all relevant arguments are asserted, after which @ghatue
ordering is applied to determine the outcome.

The system here builds directly on that presented in [6]. ¥eh
extended that work by defining a function that allows a prepbn
to select arguments to assert based on its perception ofisvimat
portant to the recipient. By specifying the strategy thus,have
been able to perform a more detailed analysis of the behaweiou
the system than was previously possible; this fundamentysis
moves us towards a better understanding of the design afgtial
strategies that are suitable for particular applicatidbs.have also
provided a mechanism with which an agent can model what is im-
portant to the other participant.

Other works allow a proponent to select arguments suited to a
particular recipient. In [11] a proponent selects sets gliarents
likely to resonate with the recipient by considering thepint’'s
desires, whilst [17] investigates how a proponent may useeh
cipient’s personality to guide argument selection; howgveth of
these works deal with monological rather than dialogicgueren-
tation. The dialogue system proposed in [13] allows an atent
use a model of its opponent’s goals and beliefs to selectizgts;
however, [13] does not consider value based arguments,hend t
behaviour of the system is not analysed as we have done here.

Deliberation dialogues are considered by [12, 16]. In [12] a
gument evaluation is not done in terms of AFs, and strategies
reaching agreement are not considered; [16] focusses drsgoa
lection and planning. Practical reasoning using arguntientan
agent systems has been addressed by Amgoud and colleagees (s
e.g. [1]), but in this work the focus is not on the dialogicapacts
nor is there an element to model other participants’ prefas.

The proposal of [4] considers how to find particular audience
for which only certain arguments are acceptable and howepref
ences over values emerge through a dialogue; however uitness
a static argument graph within which agents are playing sove
whilst agents in our system construct argument graphs digadigmn

The work of [8] allows AFs of individual agents to be merged; i
aims to characterise the sets of arguments acceptable yhible
group of agents using notions of joint acceptability. Inwork, an
agent develops its own individual graph and uses this tahate
if it finds an action agreeable, thus maintaining its suljectiew.

Prakken [14] considers how agents can come to a public agree-
ment despite their internal views of argument acceptatatinflict-
ing, allowing them to make explicit attack and surrender esov
However, Prakken does not explicitly consider value-baarei-
ments, nor does he discuss particular strategies.

Strategic argumentation has been considered in other waork.
[9] a dialogue game for persuasion is presented that is based



one originally proposed in [19] but makes use of Dungian AFs.
Strategies in [9] concern reasoning about an opponentiefbgel
as opposed to about action proposals with subjective edes.
Strategies for reasoning with value-based arguments asd=red
in [3], where the objective is to create obligations on thpament
to accept some argument based on his previously expressgd pr
erences. In [3], a fixed joint VAF is assumed, whilst our agent
dynamically construct individual dialogue iVAFs. Neith@®] or
[3] gives an analysis of how strategy affects dialogue bietay

A related emerging area is the application of game theory-to a
gumentation (e.g. [15]). This work has investigated situeg un-
der which rational agents will not have any incentive to beuat or
hide arguments; although concerned mainly with protoceigie
it is likely such work will have implications for strategy sign.

7. CONCLUDING REMARKS

We have presented a dialogue system for joint deliberatibere
the agents involved may each have different preferencesllet
want an agreement to be reached. The novel strategy thatwee ha
defined allows a proponent to take account of the recipigmés-
erences. The initial analysis that we presented gives udtarbe
understanding of how strategy design affects dialogue iehia

Furthermore, we have also provided a mechanism to enable a di [10]

alogue participant to model what is likely to be the winniradue
for the other participant; it can then use this model to dedegu-
ments for action that are likely to be persuasive to the cdigent.
The design of this mechanism was guided by our investigatimn
the behaviour of iVAFs; however, it is only a first step towsard
modelling agents’ values. Many interesting questions ienfar
example: why might a proponeinicreaseits belief that a particular
value is the winning one for the recipient; how should a pragd
initialise its recipient model function at the start of aldgue?

Another very interesting line of future work is to extend Hyes-
tem so that argumentation theory is also used by the propdoen
determine which is the recipient’s winning value. We havenghat
there can be reasons to believe thag not the recipient’s winning
value, these reasons and their different strengths coalighlves
be modelled as an argumentation framework.

[3] T.J. M. Bench-Capon. Agreeing to differ: Modelling
persuasive dialogue between parties without a consensus
about valuesinformal Logig 22(3):231-245, 2002.

[4] T.J. M. Bench-Capon, S. Doutre, and P. E. Dunne.

Audiences in argumentation frameworkstificial

Intelligence 171(1):42-71, 2007.

E. Black and K. Atkinson. Dialogues that account for

different perspectives in collaborative argumentatior8th

Int. Joint Conf. on Autonomous Agents and Multi-Agent

Systemspages 867-874, 2009.

E. Black and K. Atkinson. Agreeing what to do. Tith Int.

Workshop on Argumentation in Multi-Agent Systep@d.0.

E. Black and K. Atkinson. Choosing persuasive arguments

for action: a technical report. Technical Report

ULCS-11-002, University of Liverpool, 2011.

[8] S. Coste-Marquis, C. Devred, S. Konieczny, M.-C.
Lagasquie-Schiex, and P. Marquis. On the merging of
Dung’s argumentation systen®stificial Intelligence
171(10-15):730-753, 2007.
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persuasion dialogue. Bth Int. Workshop on Argumentation
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P. M. Dung. On the acceptability of arguments and its
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[11] A. Hunter. Towards higher impact argumentationPhoc. of
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pages 275-280, 2004.

[12] P. McBurney, D. Hitchcock, and S. Parsons. The eigttfol
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[14] H. Prakken. Coherence and flexibility in dialogue garives
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(7]

In the dialogue system we have presented here, we have assume[15] |. Rahwan and K. Larson. Mechanism design for abstract

that there are only two participants and that each is folhowthe
same strategy. It will be necessary to relax these assunspiio
the future if our system is to be applicable in all but the daap
of situations. If we are to meet the ultimate goal of a robhebty
for deliberation strategy design, analyses such as theraseqmted
here are a key requirement, providing the foundations foeldg-

ing and analysing more complex deliberation dialogue syste
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