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ABSTRACT 
There is now considerable evidence in social psychology, 
economics, and related disciplines that emotion plays an 
important role in negotiation. For example, humans make greater 
concessions in negotiation to an opposing human who expresses 
anger, and they make fewer concessions to an opponent who 
expresses happiness, compared to a no-emotion-expression 
control. However, in AI, despite the wide interest in negotiation 
as a means to resolve differences between agents and humans, 
emotion has been largely ignored. This paper explores whether 
expression of anger or happiness by computer agents, in a multi-
issue negotiation task, can produce effects that resemble effects 
seen in human-human negotiation. The paper presents an 
experiment where participants play with agents that express 
emotions (anger vs. happiness vs. control) through different 
modalities (text vs. facial displays). An important distinction in 
our experiment is that participants are aware that they negotiate 
with computer agents. The data indicate that the emotion effects 
observed in past work with humans also occur in agent-human 
negotiation, and occur independently of modality of expression. 
The implications of these results are discussed for the fields of 
automated negotiation, intelligent virtual agents and artificial 
intelligence.  

Categories and Subject Descriptors 
I.2.11 [Artificial Intelligence]: Distributed Artificial Intelligence 
– Intelligent Agents; D.2.2 [Software Engineering]: Design 
Tools and Techniques – User Interfaces 

General Terms 
Design, Experimentation, Theory, Verification 

Keywords 
Negotiation, Emotion, Agent, Human, Empirical 

1. INTRODUCTION 
Recent research in the behavioral sciences has seen a growing 

interest on the impact of emotions in negotiation [1, 2]. On the 
one hand, research emphasizes the effect of felt emotion on one’s 
own behavior [3, 4, 5, 6, 7]. On the other hand, research 
emphasizes the effect of expressed emotion on another’s 
behavior. This interpersonal effect of emotion is in line with the 
view that emotions serve important social functions and convey 
information about one’s beliefs, desires and intentions [8, 9, 10, 
11]. For example, many studies demonstrate that displaying anger 
in a negotiation often triggers greater concession-making in one’s 
opponent [12, 13, 14], whereas displaying happiness leads to 
fewer concessions [12]. The argument is that anger (or happiness) 
conveys information about the opponent’s high (or low) 
aspirations in the negotiation [12, 13]. Thus, when faced with an 
angry opponent, one has to lower one’s demands to reach an 
agreement. In turn, when faced with a happy opponent, one can 
afford to be strategically more demanding. However, despite the 
wide interest the artificial intelligence community has shown in 
modeling (or automating) negotiation for the purpose of resolving 
conflict in agent-agent or human-agent interactions [15, 16, 17], 
emotion has been notoriously absent in these models. 

Many negotiation models in artificial intelligence draw on earlier 
work from game theory [18, 19, 20, 21, 22, 23]. These models 
attempt to address some of the limitations in game theory such as 
the assumption of perfect computational rationality (i.e., there is 
no cost to search the whole space of possible solutions to find the 
optimal solution), the infinite time horizon (i.e., time has no cost) 
and the assumption of complete information (i.e., the agent knows 
its own preferences as well as the opponent’s). In real-life some or 
all of these assumptions are unreasonable. To address these 
issues, theoretical extensions of early game theory work have 
been proposed, and heuristics and learning were integrated into 
negotiation models: Fatima et al. [24] propose an agenda-based 
framework for multi-issue bargaining under time constraints in an 
incomplete information setting; Hindriks and Tykhonov [25], 
extending earlier work by Zeng and Sycara [26], propose a 
solution for learning the opponent’s preferences and issue 
priorities in multi-issue negotiation using Bayes rule; Sycara [27] 
combines case-based reasoning with multi-attribute utility theory 
to address multi-issue bargaining; Luo et al. [28] proposes a 
fuzzy-constraint model for bilateral multi-issue bargaining; 
Faratin et al. [29] suggests trading off on multiple issues (or 
logrolling [30]) based on similarity criteria; and, Lai and Sycara 
[31] suggest a distance-based heuristic for trading off issues. 
However, despite acknowledging the need for bounded rationality 
[32], these models are much more prescriptive than descriptive of 
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human behavior. Effectively, it is now widely accepted that 
people are not strictly concerned with maximizing expected utility 
and do not always follow theoretical equilibrium strategies [33, 
34, 35, 36]. As a result, these systems tend to be optimized for 
agent-agent interaction. 

Several systems in artificial intelligence focus explicitly on 
human-agent negotiation and simulate behavior humans do in real 
negotiations [17]. Kraus and Lehmann [37] developed the 
Diplomat agent that behaves according to different ‘personalities’ 
and has a learning mechanism to learn the personality of its 
opponents. The agent also has a randomization mechanism that, 
according to its personality, determines whether agreements will 
be breached or fulfilled. Because agreements become 
unenforceable, trust becomes an issue in human-agent 
negotiation, similarly to human-human negotiation [38]. Byde 
[39] has developed a negotiation agent that supports ‘cheap talk’ 
[40], i.e., the proposition of offers which cannot be validated by 
the other party a priori. Katz and Kraus [41] propose an agent 
which behavior in the ultimatum game follows a heuristic based 
on the qualitative theory of Learning Direction [42]. Gal et al. 
[43] propose a learning mechanism that learns a model of human 
social preferences and this model is then used to predict the 
reaction of the opponent to the agent’s offers. Lin et al. [44] 
propose an agent that also tries to learn which ‘type’ of opponent 
it is playing with and, rather than focusing on maximizing 
expected utility, uses a more qualitative approach for decision-
making. However, though being closer to supporting the kind of 
negotiation we see in real-life between humans, these systems still 
don’t address the pervasive role emotion plays in decision-making 
[33, 45]. In particular, none addresses the effect that expression of 
emotion has on negotiation outcome [1, 12, 13, 14]. 

In this work, we’re interested on the impact expression of anger 
and happiness has on negotiation outcome. Van Kleef et al.’s [12, 
46] seminal study describes a computer-mediated multi-issue 
negotiation scenario, where participants face an opponent that 
expresses anger, happiness or nothing (control). Participants are 
carefully led to believe they are negotiating with another 
participant, through a computer, but in fact they are matched with 
a computer program that plays a scripted strategy. Participants are 
instructed that they were randomly chosen to have access to a 
report of the opponent’s intentions, without the opponent knowing 
about it, and that the opponent was randomly chosen not to have 
access to the participants’ intentions. So, on rounds 1, 3 and 5, the 
opponent (i.e., the computer program) supposedly reports, 
textually, that it is happy or angry with the participant’s last offer. 
Participants are not told how many rounds the negotiation takes, 
except that it is finite horizon, and the negotiation always ends on 
round 6. Results show that participants concede more - i.e., the 
offer in round 6 is worth less for the participant – when matched 
with the angry opponent than the control and, participants 
concede less when matched with the happy opponent than the 
control. Based on results from a follow-up experiment [12], they 
argue that participants are using emotion to infer the opponent’s 
limits. So, when faced with an angry opponent, they estimate the 
opponent to have high limits and, thus, to avoid costly impasse, 
they make large concessions. When faced with a happy opponent, 
they infer the opponent to have low limits and, thus, strategically 
make low concessions. Steinel et al. [47] go a bit further and show 
that this effect only occurs when emotions are directed at the 
offers but not when directed at the person. Whereas these studies 

relied on verbal expression of emotion, similar results have been 
obtained when emotion is conveyed through pictures of facial 
expressions [13] and when participants are instructed to act angry 
or happy in face-to-face negotiation [14]. In all these experiments, 
however, there was particular care to create the impression on the 
participants that they were interacting with other participants. In 
contrast, in this work we’re interested in learning whether 
expression of emotion will have an impact on negotiation when 
people know they’re negotiating with computer agents. 
Additionally, this work also explores the impact of verbal and 
non-verbal expression of emotion in negotiation with computer 
agents. Whether the effect in human-human negotiation carries to 
human-agent negotiation is not obvious. It has been shown in the 
past that knowledge of whether the opponent is a computer 
program or not can have an impact on the interaction. For 
instance, Sanfey [48] showed that people treat differently unfair 
offers made by humans than by computer programs in an 
ultimatum game and, Grossklags and Schmidt [49] showed that 
people play differently when they are aware of the presence of 
computer agents in a double auction market environment. 
However, Nass and colleagues [50, 51] propose the view that 
computers are social actors based on evidence that individual’s 
interactions with computers are fundamentally social and that 
people unconsciously treat human-machine interaction in the 
same way as human-human interaction. When applied to 
computer agents that express emotions, this view should predict 
that the impact of emotion in human-agent interaction should be 
similar to the effect in human-human interaction.  

This paper describes an experiment where participants are 
engaged in a multi-issue bargaining task with computer agents 
that express emotions verbally (through text) and non-verbally 
(through animated facial expressions). The experiment follows a 
factorial design with two between-participants factors: Emotion 
(Angry vs. Happy vs. Control); and, Modality of Expression 
(Verbal vs. Non-Verbal). Participants are explicitly instructed that 
they’ll be negotiating with computer agents. Our hypotheses are 
that, similarly to the predictions from the behavioral sciences 
literature regarding human-human negotiation and in line with the 
view that computers are social actors, participants will concede 
more with an angry agent than the control and, concede less with 
a happy agent than the control. Moreover, we expect these results 
to occur independently of modality of expression. 

2. EXPERIMENT 
The experiment closely follows the design in the studies described 
above [1, 12, 13, 14, 46]. 

Negotiation Task. . Participants play the role of a seller of a 
consignment of mobile phones whose goal is to negotiate three 
issues: the price, the warranty period and the duration of the 
service contract of the phones. Each issue has 9 levels, being the 
highest level the most valuable for the participant, and the lowest 
level the least valuable 1. Level 1 on price ($110) yields 0 points 
and level 9 ($150) yields 400 points (i.e., each level corresponds 
                                                                 
1 This contrasts with Van Kleef et al.’s study [12] which defines 

the lowest (highest) level to be the most (least) valuable for the 
participant. However, a pilot study we did suggested that 
defining the lowest (highest) level to be the least (most) 
valuable is a better match to participants’ intuitions. 
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to a 50 point increment). Level 1 on warranty (9 months) yields 0 
points and level 9 (1 month) yields 120 points (i.e., each level 
corresponds to a 15 point increment). Finally, for duration of 
service contract, level 1 (9 months) yields 0 points, and level 9 (1 
month) yields 240 points (i.e., each level corresponds to a 30 
point increment). It is pointed out to the participant that the best 
deal is, thus, 9-9-9 for a total outcome of 760 points (400 + 120 + 
240). The participant is also told that the agent has a different 
payoff table which is not known. The negotiation proceeds 
according to the alternating offers protocol [52], being the agent 
the first to make an offer. Finally, the participant is informed that 
the negotiation will proceed until one player accepts the offer or 
time expires. If no agreement is reached by the end of round 6, 
negotiation is always terminated [12], but participants are not 
aware of how many rounds the negotiation lasts a priori. 

Incentive Structure. The incentive to participate follows 
standard practice in experimental economics [53]: first, 
participants are given school credit for their participation; second, 
with respect to their goal in the game, participants are explicitly 
instructed to earn as many points as possible, as the total amount 
of points would increase their chance of winning a lottery for 
$100. Importantly, they are told they would not get any points if 
they fail to reach an agreement.  

Agent’s Offers. Agents in every condition follow the same 
scripted sequence of offers (level on price, level on warranty, 
level on service): 2-3-2, 2-3-3, 2-4-3, 3-4-3, 3-4-4, and 4-4-4. 
This is the same sequence as in Van Kleef et al.’s experiment, 
where it is argued to strike the right balance of cooperation and 
competition [12]. 

Conditions. The experiment follows a 2x3 factorial design with 
the following independent variables: Emotion (Angry vs. Happy 
vs. Control); and, Modality of Expression (Verbal vs. Non-
Verbal). In the emotion conditions, for both modalities, the agent 
will express the emotion after the participant makes an offer on 
rounds 1, 3 and 5. The timing of the expression is as follows: (1) 
the participant makes an offer; (b) 3 seconds later, the agent will 
express an emotion (unless it’s one of the control conditions); (c) 
5 seconds later, the agent makes a counter-offer; (d) 1 second 
later, the participant is allowed to make another offer or accept 
the agent’s offer; (e) after the participant counter-offers or accepts 
the offer, the expression fades out. This timing aims to achieve 
two things: (1) by having the expression immediately follow the 
participant’s offer, make sure participants perceive the target of 
the emotion to be the offer and not the person [47]; (2) give 
enough time for the participant to perceive the expression before 
making another offer. 

In the verbal case, emotion is expressed through text. The 
sentences are similar to the ones used in the original Van Kleef et 
al. experiment [12]: (a) for the angry case they are (in order): 
“This is a ridiculous offer, it really pisses me off”, “I am starting 
to get really angry” and “All this is starting to get really 
irritating”; (b) for the happy case they are: “This is going pretty 
well, I can't complain”, “I like the way things are going, I can 
only be happy with this” and “I am pretty satisfied with this 
negotiation”; (c) for the control case, they are: “Here is my 
counter-offer”, “Here's my next offer” and “Here is my offer”. To 
increase realism, text typing of the sentences is simulated: a 
blinking prompt leads the text as it is typed and letters are typed 
at varying speed.  

In the non-verbal case, emotion is expressed through facial 
displays. The facial displays used in this experiment are shown in 
Figure 1. Facial displays are animated using a real-time pseudo-
muscular model for the face that also simulates wrinkles in the 
region between the eyebrows for anger [54]. All facial displays 
have been previously validated [55]. 

Measures. Our main dependent variable is demand difference 
between demand level in round 1 (initial offer) and round 6 (final 
offer). To calculate demand level, the number of points demanded 
in each round is summed across all issues of price, warranty and 
service. Demand difference is then calculated by subtracting 
demand level in round 1 (first offer) and demand level in round 6 
(last offer). 

After the negotiation, participants filled a questionnaire that 
contained manipulation checks. To check that participant’s 
perceived the emotion the agent was suppose to be expressing, we 
ask the following six classification questions (scale goes from 1 – 
‘not at all’ to 7 – ‘very much’):  

 How much do you believe the agent experienced ANGER / 
HAPPINESS?  

 How SATISFIED / IRRITATED / BAD-TEMPERED / 
PLEASED do you believe the agent was?  

Finally, to validate that participants are interpreting the emotions 
to be directed at the offer and not the person, we ask two 
questions, on a 1 (meaning ‘not at all’) to 7 (meaning ‘very 
much’) scale:  

 How much do you think the agent’s emotions were directed 
at YOU / YOUR OFFERS? 

Software. The negotiation task and questionnaires were 
implemented in software. Figure 2 shows the software when 
emotion is expressed non-verbally. In the verbal case, text appears 
on the upper part of the region where the face would be. 

Quiz and Tutorial. To make sure the instructions were 
understood, participants first take a quiz where they are asked 
questions about interpretation of offers (e.g., “How many points 
would YOU get if you were given an offer of 1-1-1?”), value of 
their offers to the participants (“If you offer 9-9-9, how much is 
that worth to the other player?”) and incentive structure (“How 
many points would you get if you don’t reach an agreement?”). 
Participants are only allowed to proceed once they’ve provided 
the correct answers to the questions. After finishing the quiz, 
participants play a tutorial negotiation session with an agent that 

Figure 1. The facial displays of emotion. 
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follows a scripted sequence of offers: 1-1-1, 2-2-2…9-9-9. This 
tutorial allows participants to get acquainted with the task and 
software interface. Upon completion of the tutorial, participants 
proceed to play the actual negotiation task.  

Participants and Procedure. One-hundred and fifty (150) 
participants were recruited for this experiment at our University’s 
business school student pool. Most participants were 
undergraduate (50.0%) or graduate (48.0%) students majoring in 
diverse fields. Average age was 22.8 years and 63% were males. 
Most were originally from Asia (60.0%) and North America 
(37.3%).  

The experiment was organized into sessions where 13 participants 
play the negotiation task at the same time. Upon arrival, 
participants were greeted by the experimenter and seated in their 
computer cubicle. After signing a consent form, participants were 
allowed to start the experiment immediately, which was fully 
implemented in software. Because we were running many 
participants in parallel and not every session filled, we did not get 
the same amount of participants for each of the 6 conditions but, 
every condition always had between 24 and 27 participants. 

3. RESULTS 
 In order to compare our results with Van Kleef and colleagues; 
studies, we use the same exclusion criterion [1, 12, 13, 14, 46], 
i.e., any participant that reached agreement before round 6 was 
excluded. The argument is that participants that reach agreement 
before round 6 are likely not taking the negotiation seriously [12, 
46]. After applying this criterion, 24 participants were excluded 
out of 150. 

3.1 Manipulation Checks 
The classification questions for perception of anger, irritation and 
bad-temperament were averaged as their results were found to be 
highly correlated (α=.866). We ran a factorial ANOVA on this 
anger index with 2 between-participants factors: Emotion (Angry 
vs. Happy vs. Control); and, Modality (Verbal vs. Non-Verbal). 
Results revealed a main effect of Emotion, F(2, 120) = 29.166, 

p<.001. The Tukey post hoc test revealed that the Angry agents 
(verbal: M=5.02, SD=1.71; non-verbal: M=5.09, SD=1.31) were 
perceived to be angrier than the Happy (verbal: M=2.42, 
SD=1.19; non-verbal: M=2.96, SD=1.43) and Neutral (verbal: 
M=3.73, SD=1.32; non-verbal: M=3.80, SD=1.70) agents (p<.001 
in both cases). The classification questions for perception of 
happiness, satisfaction and pleasantness were also averaged as 
their results were highly correlated (α=.841). We also ran a two-
way factorial ANOVA on the happiness index with Emotion and 
Modality as between-participants factors. Results revealed a main 
effect of Emotion, F(2, 120) = 13.263, p<.001. The Tukey post 
hoc test revealed that the Happy agents (verbal: M=3.89, 
SD=1.49; non-verbal: M=2.85, SD=1.49) were perceived to be 
happier than the Angry (verbal: M=2.04, SD=1.00; non-verbal: 
M=2.19, SD=.97) and Neutral (verbal: M=2.47, SD=1.22; non-
verbal: M=2.15, SD=.89) agents (p<.001 in both cases). In 
summary, participants perceived as expected the Angry agents to 
be angrier than the others and the Happy agents to be happier than 
the others.  

Regarding target of emotion, we compared using a dependent-
measures t-test the classification questions about whether the 
target was the offer or the participant. Results revealed, as 
expected, that participants perceived the target of expressed 
emotion to be significantly more the offers (M=4.57, SD=1.74) 
than the participant (M=3.15, SD=1.60, t(125)=-7.252, p<.001).  

3.2 Demand Difference 
Demand difference was analyzed using a factorial ANOVA with 
2 between-participants factors: Emotion (Angry vs. Happy vs. 
Control); and, Modality (Verbal vs. Non-Verbal). There was no 
main effect of Modality on demand difference, F(1, 120)=.767, 
p=.383>.05. This means that, on average, participants conceded 
as much with text as face agents, when collapsing across 
emotions. There was a significant main effect of Emotion on 
demand difference, F(2, 120)=6.578, p<.01. The Tukey post-hoc 
test revealed that demand difference was: (a) lower with Happy 
agents than with Angry agents (p<.01); (b) tended to be lower 
with Happy agents than the Control agents (p=.157); (c) tended to 
be higher with the Angry agents than the Control agents (p=.159). 
This suggests that, in line with Van Kleef et al. studies, 
participants are conceding more with the Angry agents than the 
Control agents and, conceding less with the Happy agents than the 
Control agent. Finally, there was no significant interaction 
between Modality and Emotion, F(2, 120)=.602, p=.550>.05. 
Additionally, comparing demand difference across modalities 
using an independent t-test shows no significant differences for 
the Happy (t(38)=-.291, p=.773>.05), Angry (t(39)=1.083, 
p=.285>.05) or Control agents (t(43)=.611, p=.545>.05). This 
suggests that emotion is having the same impact on demand 
difference independently of modality of expression. Figure 3 
summarizes average demand difference for each condition  and 
Table 1 shows averages, standard deviations and Ns for demand 
difference in each condition. 

4. DISCUSSION 
The results show that people concede more to an agent that 
expresses anger than to one that expresses happiness. The results 
also show clear trends that people concede more to an angry agent 
than to the control agent that shows no emotion and concede less 
to a happy agent than to the control agent. These results are in line 

 

Figure 2. The software used in the experiment. 
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with the predictions from Van Kleef and colleagues on the impact 
of expression of emotion in human-human negotiation [1, 12, 13, 
14, 46]. According to this theory, people use emotion to infer the 
opponent’s limits. So, when faced with an angry opponent, they 
estimate the opponent to have high limits and, thus, to avoid 
costly impasse, make large concessions. When faced with a happy 
opponent, people infer the opponent to have low limits and, thus, 
strategically make low concessions. Our results emphasize that 
this effect also occurs when people are involved in a negotiation 
with computer agents. 

 

Figure 3. Demand difference between rounds 1 and 6 for each 
condition. 

Table 1. Descriptive statistics for demand difference between 
rounds 1 and 6 in each condition 

Modality Emotion N Mean Std. Dev. 

Verbal Happy 24 43.750 128.090 

 Angry 18 179.722 164.554 

 Control 20 110.750 115.716 

 Total 62 104.839 145.044 

Non-Verbal Happy 16 55.000 105.657 

 Angry 23 127.826 141.941 

 Control 25 90.800 103.135 

 Total 64 95.156 120.633 

Total Happy 40 48.250 118.325 

 Angry 41 150.610 152.542 

 Control 45 99.667 108.095 

 Total 126 99.921 132.757 

 

The results have important implications for the design of 
computer agents that can negotiate with people. Whereas artificial 
intelligence research in automated negotiation has tended to focus 
on structural aspects of negotiation [15, 16, 17] – how many 
parties are involved, how many issues are being negotiated, how 
to schedule an agenda for the issues, whether the negotiation is 
one-shot or multiple iterations, and so on – the present results 
emphasize it is also relevant to consider the broader social context 
of human-agent negotiation. Effectively, research in the 
behavioral sciences has already shown that personality [56], 
culture [57], social context [58] and, in particular, expressions of 
emotion impacts negotiation [1]. In computer science, Nass and 

colleagues’ [50, 51] view that computers are social actors points 
out that people unconsciously treat human-machine interaction in 
the same way they do human-human interaction. Several recent 
studies have started exploring whether the influence of affect we 
see in human-human interaction also impacts human-machine 
interaction [59]. In particular, some studies explore the impact of 
emotion on negotiation or, more generally, decision-making: 
Traum et al. [60] propose a broad negotiation model for multi-
party multi-issue negotiation where agents can follow different 
strategies – find issue, avoid, attack, advocate, etc. – and signal 
these strategies with heuristic gestures (e.g., defensive crossed-
arms for the avoid strategy); Gong [61] shows that people tend to 
trust agents that express positive emotions more than negative 
emotions, even when the emotions are independent of context; 
Brave et al. [62] show that people trust agents that display other-
oriented empathic emotion more than agents that display self-
oriented empathic emotion; and, recently, we have shown that 
display of appropriate emotions can promote emergence of 
cooperation between humans and agents [55, 63]. The experiment 
presented in this paper adds empirical evidence that display of 
anger and happiness can have an impact in negotiation between 
agents and humans. 

The results also suggest that verbal and non-verbal 
expression of anger and happiness in this negotiation task produce 
similar effects. This is consistent with findings in the behavioral 
sciences that show compatible effects of anger when expressed 
through text [12], pictures of faces [13] or in face-to-face 
negotiation [14]. However, even though textual and facial display 
of anger and happiness are producing similar effects in this 
negotiation task, we’re not claiming that verbal and non-verbal 
expression of emotion always produce the same effect in 
negotiation. Effectively, it has been shown before that text-based 
negotiation can be different from face-to-face negotiation [64]. 
Moreover, it has been argued that non-verbal expression of 
emotion conveys information that is hard to convey through text: 
non-verbal cues may intensify or tone down the emotion 
expression [65]; non-verbal cues tend to occur unconsciously, in 
contrast to textual expression of emotion (e.g., emoticons [66]); 
and, building rapport relies heavily on mimicry of non-verbal 
aspects [67]. Therefore, further work is necessary to clarify when 
does verbal or non-verbal expression of emotion produce similar 
or different effects in negotiation.  

In this paper we focus on anger and happiness, however, it 
has been shown that other emotions can also impact negotiation 
outcome. Thompson et al. [68] show that when opponents show 
disappointment (vs. happiness) after a negotiation, people 
perceive the negotiation to have been more successful. Van Kleef 
et al. [69] also explored the impact of emotions of supplication 
(disappointment and worry) and appeasement (guilt and regret) on 
concession level. Results indicate that people concede more to a 
supplicating opponent than a control agent, and concede less to a 
guilty opponent. Following our results, we expect these findings 
to replicate also in human-agent interactions. Power has also been 
shown to mediate the effect of emotion on negotiation outcome 
[70]. For instance, results indicate that high-power individuals do 
not lower (raise) their demand when faced with an angry (happy) 
opponent [14, 46]. Whether this mediating role of power on 
expression of emotion also occurs in human-agent interaction is 
also a topic of future work but, once again, we expect results to 
replicate the findings in the aforementioned studies. Finally, this 
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work focuses on the impact of anger and happiness in one-shot 
negotiations. If agents only interacted once with any particular 
human, it would be tempting to suggest the agent designer to 
make the agent always angry, since, at least if it is not the case 
that the human has more power than the agent, this leads to higher 
concession from the human. However, people more often than not 
negotiate with people they’ve negotiated before. Therefore, being 
able to maintain a good relationship with the other negotiator is 
usually important [71]. It has also been argued that maintaining 
relations with agents is important for effective long-term human-
agent interaction [72]. So, what is the long-term impact of having 
an agent express anger or happiness? Recent research by Van 
Kleef et al. [73] suggests that if participants engage in sequential 
negotiation tasks, similar to the one explored here, with a person 
that conveys anger in the first task but not in the second, people 
will tend to perceive this person as tough and continue to concede 
(as opposed to retaliate) in the second task. Notice, however, that 
participants are not given a choice to play (or not) the second task 
with the angry agent. Nevertheless, the results suggest what to 
expect when people interact multiple times with the same agent 
that expresses anger. Still, further research is required to 
understand the long-term impact of expression of happiness and, 
importantly, what happens if the participant has the choice to play 
or not the second game with the emotional agent.  

Finally, we plan (and have begun) to explore contingent displays 
of emotion. In this work, following the literature in the behavioral 
sciences, we start by exploring non-contingent display of anger 
and happiness, i.e., no matter what the participant offers, the agent 
will always display the same emotion. However, non-contingent 
display of emotions is at odds with appraisal theories of emotion 
[73]. Appraisal theories argue that emotion arises from cognitive 
appraisal of events with respect to one’s goals, desires and beliefs 
(e.g., is this event congruent with my goals? Who is responsible 
for this event? Do I have control over this event?). According to 
the pattern of appraisals, different emotions ensue. So, if people 
perceive anger when they made a bad offer, they can infer that the 
opponent does not like the offer and is blaming them for that. 
However, what does it mean when the opponent expresses anger 
and the offer was good? Recent work in both the behavioral 
sciences [74] and computer science [55] suggest that people can 
infer different things from the same emotion display, i.e., the 
context in which the emotion is expressed is critical to its 
interpretation. Thus, further research is necessary to understand 
whether contingent display of appropriate emotion at the right 
time in negotiation produces different effects (in quality and/or 
intensity) on negotiation outcome when compared to non-
contingent display of emotion. 
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