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ABSTRACT
Reward shaping has been shown to significantly improve an
agent’s performance in reinforcement learning. Plan-based
reward shaping is a successful approach in which a STRIPS
plan is used in order to guide the agent to the optimal
behaviour. However, if the provided domain knowledge is
wrong, it has been shown the agent will take longer to learn
the optimal policy. Previously, in some cases, it was better
to ignore all prior knowledge despite it only being partially
erroneous.
This paper introduces a novel use of knowledge revision

to overcome erroneous domain knowledge when provided to
an agent receiving plan-based reward shaping. Empirical
results show that an agent using this method can outper-
form the previous agent receiving plan-based reward shaping
without knowledge revision.
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1. INTRODUCTION
Reinforcement learning (RL) has proven to be a success-

ful technique when an agent needs to act and improve in a
given environment. The agent receives feedback about its
behaviour in terms of rewards through constant interaction
with the environment. Traditional reinforcement learning
assumes the agent has no prior knowledge about the envi-
ronment it is acting on. Nevertheless, in many cases (poten-
tially abstract and heuristic) domain knowledge of the RL
tasks is available, and can be used to improve the learning
performance through potential-based reward shaping [3].
Plan-based reward shaping [2] is an instance of reward

shaping, where the agent is provided with a high level STRIPS
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plan which is used in order to guide the agent to the desired
behaviour.

However, problems arise when the provided knowledge
is partially incorrect or incomplete, which can happen fre-
quently given that expert domain knowledge is often of a
heuristic nature. It has been shown in [2] that if the pro-
vided plan is flawed then the agent’s learning performance
drops and in some cases is worse than not using domain
knowledge at all.

This paper presents, for the first time, an approach in
which agents use their experience to revise erroneous do-
main knowledge whilst learning and continue to use the then
corrected knowledge to guide the RL process.

We demonstrate, in this paper, that adding knowledge re-
vision to plan-based reward shaping can improve an agent’s
performance (compared to a plan-based agent without knowl-
edge revision) when both agents are provided with erroneous
domain knowledge.

2. EVALUATION DOMAIN
We evaluate our method using the flag-collection domain,

an extended version of the navigation maze problem which
is a popular evaluation domain in RL. An agent is modelled
at a starting position from where it must move to the goal
position. In between, the agent needs to collect flags which
are spread throughout the maze.

During an episode, at each time step, the agent is given its
current location and the flags it has already collected. From
this it must decide to move up, down, left or right and will
deterministically complete their move provided they do not
collide with a wall. Regardless of the number of flags it has
collected, the scenario ends when the agent reaches the goal
position. At this time the agent receives a reward equal to
one hundred times the number of flags which were collected.

3. OVERCOMING INCORRECT KNOWL-
EDGE

While the agent is performing low level actions, it can
gather information about the environment and in this spe-
cific case, information about the flags it was able to pick
up. This information allows the agent to discover potential
errors in the provided plan which in the incorrect case are
goals that are present in the plan, but not in the simulation.
Errors in the case of plan-based reward shaping come in the
form of plan operator preconditions that cannot be satisfied.

When an error is found, the agent switches to verification
mode trying to satisfy the precondition which is failing by

1245



performing DFS. If the precondition cannot be satisfied then
the knowledge base is contracted1 and that particular pre-
condition is removed from the plan’s initial conditions. The
plan is then recomputed.

4. OVERCOMING INCOMPLETE KNOWL-
EDGE

In the case of incomplete knowledge, while the agent per-
forms low-level actions, it can satisfy important goals in the
environment that are not present in the plan. If a new goal
is discovered, the knowledge base is expanded2 in order to
include the new information.
The new information is then added to the initial condi-

tions of the plan and a new plan is computed.

5. EVALUATION
In our experiments all agents implemented SARSA with

ϵ−greedy action selection and eligibility traces. For all ex-
periments, the agents’ parameters were set such that α =
0.1, γ = 0.99, ϵ = 0.1 and λ = 0.4. Each experiment lasted
for 50000 episodes and was repeated 10 times for each in-
stance of the erroneous knowledge.

5.1 Incorrect knowledge
In the incorrect knowledge case, the agents are provided

with a plan which contains extra goals which cannot be
achieved in simulation. The results are shown in Figure 1.

Figure 1: Incorrect knowledge.

It is apparent that the plan-based RL agent without knowl-
edge revision is not able to overcome the incorrect knowledge
and performs sub-optimally throughout the duration of the
experiments. However, the agent with knowledge revision
manages to identify the flaws in the plan and quickly rec-
tify its knowledge. As a result after only a few hundred
episodes of performing sub-optimally it manages to reach
the same performance as the agent which is provided with
correct knowledge.

5.2 Incomplete knowledge
In the incomplete case, the agents are provided with a

plan which does not contain all the goals the agent should
achieve in simulation. The results are shown in Figure 2.
1A rule ϕ, along with its consequences is retracted from a
set of beliefs K.[1]
2A new information ϕ is added to the current belief base K.
[1]

Figure 2: Incomplete knowledge.

Again, it is clear that the original plan-based RL agent
without knowledge revision struggles to overcome the in-
complete plan and performs sub-optimally throughout the
course of the experiments. Our agent using knowledge revi-
sion manages very early on in the experiment to identify the
flags which are missing from the plan and update its knowl-
edge base. As a result it reaches a performance similar to
the agent receiving the correct plan within a few hundred
episodes.

6. CLOSING REMARKS
When an agent receiving plan-based reward shaping is

guided by erroneous knowledge it can be led to undesired
behaviour in terms of convergence time and overall perfor-
mance in terms of total accumulated reward.

Our contribution is a novel generic method for overcoming
erroneous knowledge in terms of incomplete and incorrect
plans when provided to a plan-based RL agent.

Our experiments show that using knowledge revision in
order to incorporate an agent’s experiences to the provided
high level knowledge can improve its performance and help
the agent reach its optimal policy. The agent manages to
revise the provided knowledge early on in the experiments
and thus benefit from more accurate plans.

In future work we intend to investigate the approach of au-
tomatically revising erroneous knowledge in stochastic and
dynamic domains, multi-agent environment and real life com-
plex applications.
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