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ABSTRACT
To make intelligent decisions, robots often use models of the
effects of their actions on the world. Unfortunately, it is
often infeasible to have the perfect knowledge and computa-
tional resources required to create globally accurate models.
This may lead to divergence between planned and actual
execution, often resulting in suboptimal task performance.
We propose an execution monitoring approach that enables
robots to detect unmodeled modes of the system and cor-
rect their models accordingly. In particular, we address the
problem of finding and adapting to regions of a state-action
feature space in which outcomes of actions observed during
execution deviate from the stochastic expectations used to
select those actions. We evaluate our approach in the ad-
versarial domain of autonomous robot soccer.
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1. BACKGROUND
The problem of adapting intelligently to the unavailability

of perfect models has been a widely studied problem.
One approach to improving robot performance without

relying on perfect models of the world is to do away with
models entirely [1]. These methods allow robots to improve
task performance based on an observed reward only, without
need to explicitly model the effects of actions. While this
generality is appealing and necessary in situations where
any modeling is impractical, model-free learning tends to be
less data-efficient and is not generalizable to different tasks
[2]. We wish to improve performance by taking advantage
domain knowledge through model learning.

System identification techniques focus on learning a model,
out of a candidate set, that best fits the data [3]. While we
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Figure 1: Framework for planning and execution. We focus
on the elements within the dashed line: the monitor uses ex-
pectations generated by the planner, and observations from
the world, to improve the model used for planning.

are also interested in learning to correct models based on
observations, we focus on domains in which the available
model accurately describes most situations, but is inaccu-
rate in others. That is, we want to detect situations in
which the available model is anomalously inaccurate, and
correct it. Focusing on this more specific problem enables
our approach to use resources more efficiently, as learning
efforts can focus on the anomalous situations.

At the core of our algorithms is the detection of unmodeled
modes of behavior through anomaly detection techniques
[4]. In particular, our algorithms find statistical anomalies
in collections of data that is spatially related in some space
of features of state-action space.

2. APPROACH
The high level representation of our completed framework

is shown in Figure 1. Our focus has been on the Monitoring
component of the framework, and its interactions, through
inputs and outputs, with the Planning component. This in-
teraction can be summarized in the following looping steps:

1. Given a model, create a plan to perform the desired
task, along with model-based expectations about the
results of those actions.

2. During execution, monitor whether the expectations
were met in the real world by comparing them to ob-
servations obtained from sensing.

3. Find the conditions in which the real world is not well
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Figure 2: Goal scored by CMDragons during the quarter finals of RoboCup 2013. Accurate ball interception models of itself
and of opponents allows our single robot (blue center dot) to gain control of a moving loose ball among several opponents
(yellow center dots) to be able to score. (Thanks to J. Biswas [8] for the ball interception algorithm.)

represented by the model, as regions of a feature space
in which observations deviate from expectations.

4. Based on such findings, make corrections to the model
in situations determined to be inadequately modeled.

We have defined a planning framework that, apart from
generating sequences of actions, also generates expectations
θ about such actions. During execution, these expectations
are monitored by measuring the likelihood of observed values
z given the expected behavior P (z|θ).

To find the conditions in which execution is poorly mod-
eled, we have developed the FARO anomaly detection al-
gorithm [5, 6], which finds regions of state-action feature
space of anomalous behavior using optimization techniques.
Briefly, FARO takes as input a set of data points of the form
(si,zi,θi), where si ∈ S is a point in state-action feature
space, zi ∈ Z is an observation made at that point, and
θi ∈ Θ is the expected distribution of zi; from this, FARO
finds a set of regions R ⊆ S in which the observed data is
highly unlikely given the expected distribution. It does so
by conducting a parallel optimization on a few promising
parameterized regions of feature space S (e.g., ellipsoids), in
order to find the one most likely to be a statistically signifi-
cant anomaly in behavior.

Once the unmodeled modes of a system are autonomously
found, a new model must be created for the planner to be
able to predict action outcomes in such modes accurately. At
its core, this is a function approximation problem (we wish
to approximate the function defining the outcomes of ac-
tions). We therefore approximate the model in the detected
anomalous subspace using maximum likelihood parametric
models derived from the observations in such subspaces [6].

So far, we have addressed the problem of passively detect-
ing and correcting anomalies in robot planning models. For
the remainder of the thesis, we will address the problem of
active exploration to find potential anomalies in action out-
come predictions. Robots have the ability to influence the
way in which data points are sampled from its space. There
may be situations in which sampling from suboptimal re-
gions to gain more information would be more beneficial in
the long term performance. The exploration-exploitation
trade-off has been studied [7], but we wish to explore it in
the context of detection of unmodeled modes of a system.

3. ROBOT DOMAIN
We demonstrate our work on the the CMDragons [8] team

of soccer robots. The adversarial nature of this domain
makes it an ideal testbed for our algorithms: Usually, our
robots only have incomplete information about the oppo-
nent’s strategy and capabilities. While we may be able to
create a generally accurate models of opponent behavior,
they are likely to be poor predictors of opponent behavior
in some situations. Our goal is to enable these robots to
actively detect, during the span of a soccer game, that some
of their actions are not having the expected results, and to
improve the predictions about these results, without needing
to understand why their expectations are not being met.
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