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ABSTRACT
Medical insurance frauds are causing huge losses for pub-
lic healthcare funds in many countries. Detecting medical
insurance frauds is an important and difficult challenge. Be-
cause of the complex granularity of data, existing fraud de-
tection approaches tend to be less effective in terms of recall-
ing fraudulent claim behaviours. In this paper, we propose a
Hybrid Fraud Detection Approach (HFDA) to address this
problem, which is compared with four state-of-the-art ap-
proaches using a real-world dataset. Extensive experimen-
t results show that the proposed approach is significantly
more effective and efficient.
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1. INTRODUCTION
In today’s world, population aging has brought new chal-

lenges to the healthcare system [1]. As many people live
longer, governments around the world are increasing their
spending on healthcare. Medical insurance fraud is a serious
threat to public funds and public trust [5]. This has motivat-
ed many researchers to develop fraud detection technologies.

As more and more healthcare insurance systems move on-
line, many claim-related activities take place over the Inter-
net and can thus be tracked by the claim system. Therefore,
the combination of behaviour trajectory big data and ma-
chine learning techniques offer promising solutions to the
medical insurance fraud problem. The granularity of be-
haviours, represented by mathematical symbols, can be very
fine-grained. This can result in some behaviours belonging
to the same category being represented by different sets of
symbols. Due to the curse of cardinality, existing pattern
recognition based fraud detection methods cannot accurate-
ly identity latent patterns which are more effectively identi-
fied at a coarser behaviour granularity [3].

In this paper, we propose a Hybrid Fraud Detection Ap-
proach (HFDA) which can detect both unusual categories
of claim behaviours and unusual frequencies of claim be-
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haviours simultaneously. Our proposed approach is com-
pared against four state-of-the-art approaches using a large-
scale real-world dataset containing more than 40 million
medical claim activity records from over 40,000 users of the
medical insurance claim system used in Zibo, Shandong,
China. Extensive experiments show that the proposed hy-
brid approach is significantly more effective and efficient.

2. THE PROPOSED APPROACH
In a medical insurance claim system, there can be million-

s of transactions from a large number of users. In order to
make better sense of the users’ actions, it is advantageous
to organize the transactions into behaviour sequences.In this
paper, we use the term behaviour, b, to refer to an activity, a,
performed by a subject, s, at a given point in time, t. Thus,
b = 〈s, a, t〉. An example behaviour b1 can be 〈“ID123456”,
“received asthma medications”,“2012/10/15 14:30:08”〉. A be-
haviour sequence refers to a collection of behaviours carried
out by the same subject in chronological order over a giv-
en period of time. It is can be represented conceptually as
BS = (b1 → b2 → ... → bm), where b1, b2, ..., bm represent
different behaviours from the same subject.

We denote a behaviour sequence as a weighted behaviour
graph, G(V,E,W ), where V , E and W represent the set of
vertices, edges and weights of the graph, respectively. Every
vertex represents a distinct behaviour. Vertex i corresponds
to bi and vertex j corresponds to bj in a set of behaviours.
d(i, j) represents the distance between vertices i and j in a
behaviour sequence. An edge eij between two vertices i and
node j only exists if d(i, j) < r more than once across mul-
tiple behaviour sequences in a behaviour sequence set Φ. In
this case, r is a predefined threshold for neighbors to be re-
garded as relevant. The weight of the edge between vertices

i and j is defined as wij =
∑
∀BSn,1≤n≤N

1[d(i,j)<r]

N
where

N is the number of behaviour sequences in a behaviour se-
quence set Φ. 1[condition] is a function which evaluates to 1 if
[condition] is true. Otherwise, it evaluates to 0. The larger
the value of wij , the more often bi and bj appear close to
each other in the behaviour sequences. Thus, wij indicates
the closeness between behaviours bi and bj across multiple
behaviour sequences.

Based on original behaviour sequences alone, it is hard to
define the distances between the sequences or extract useful
features. When the behaviour sequences are composed of
a large number of behaviours, it is difficult to cluster the
behaviour sequences. One way to tackle this problem is to
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(a) precision
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(b) recall
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(c) f-measure
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Figure 1: Experiment Results.

represent the behaviour sequences by behaviour classes. By
denoting the behaviour sequences in the form of behaviour
classes, repeated subsequences can be observed more clearly
and sequential features can be more meaningful.

In order to reduce the dimensionality of the myriad of
behaviours in a typical medical insurance claim system, we
need to embed the behaviours into a lower dimension. Mani-
fold learning [2] is the process of estimating a low-dimensional
structure which underlies a collection of high-dimensional
data. To carry out the embedding, we take advantage of the
manifold embedding of a graph.

As medical insurance claim data for each individual user
tend to be sparse, peer group comparison is favoured over
self-comparison when it comes to outlier-based fraud detec-
tion. The outlier based fraud probability, p′, for an incom-
ing claim, c, can be obtained by computing the density of
known fraudulent claims which share some features with c.
The top K nearest neighbors of c in the historical claims
data (i.e., x1, x2, ..., xK) are selected for the calculation as

density(c) = 1
K

∑k
i=1 p(xi) where p(xi) is the probability

density function of xi.
Through this process, we obtain two sources of evidence

to determine if an incoming claim is fraudulent: 1) behaviour
pattern-based evidence, which represents unusual categories
of behaviours; and 2) outlier-based evidence, which repre-
sents unusual frequencies of behaviours. In order to combine
these two sources of evidence, we leverage on the Dempster-
Shafer Evidence Theory [4]. Since the two sources of evi-
dence are independent from each other, we base our pro-
posed approach on Dempster’s Rule of Combination [7].

3. EXPERIMENTAL EVALUATIONS
In this section, we evaluate the performance of the pro-

posed approach using a real-world dataset. The dataset used
in this experiment is collected from the Dareway Medical In-
surance Claim System which is currently used in Zibo City,
Shandong Province, China. The dataset contains medical
insurance claim activities from over 40,000 users.

We adopt precision, recall, f-measure and time cost to e-
valuate how effectively each approach identifies fraudulent
medical insurance claims. It can be observed from Figures
1(a), 1(b) and 1(c) that the proposed approach, which com-
bines pattern-based evidence and outlier-based evidence, can
achieve significantly better performance than other compar-
ison approaches. BP-Growth proposed optimizing strategies
for association rule mining for behaviour pattern analysis.
However, because of the curse of cardinality, BP-Growth is
not effective in mining large-scale frequent itemsets consist-
ing of more than two types of behaviours. The proposed
approach is significantly more efficient, too (Figure 1(d)).

4. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a hybrid approach to detect both

unusual categories of claim behaviours and unusual frequen-
cies of claim behaviours simultaneously. The proposed ap-
proach is evaluated against four state-of-the-art approaches
using a large-scale real-world dataset. Extensive experiments
show that the proposed approach is significantly more effec-
tive and efficient than existing approaches. In future, we will
infuse human factors such as computational curiosity [6, 8]
into the approach to build decision support agents.
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