


Figure 1: An example of a tree reconstructed from the set of
the leaves (c, d, e, f , and д). The leaf vertices represent the visible
robots from the perspective of some other formation robot, which
is not part of the tree. The other vertices represent other robots in
the formation, non-detectable by the sensors of that robot. The in-
put tree distance matrix is consistent with the distances between
the leaves, e.g. distT (d, f ) = 5 and distT (c, e) = 2.

The ULS and the UVLS algorithms use the tree-reconstruction
algorithm to reconstruct the current leader-follower relations be-
tween the formation robots, starting from the observed set (repre-
sented as leaves in the tree), on to their local leaders and to the next
local leaders, and so on, until the root, which is assumed to be the
GL (or the robot that is the the least common local leader of the part
of the formation spawned by the visible set). ULS is used to select
the most accurate local leader from the currently visible set, while
the UVLS takes into account the entire visible set at given time to
construct a virtual local leader. Naturally, the process is repeated
for every incoming observation, with some form of smoothing to
reduce the possible large effect of outlined observations.

3 RESULTS
We present a partial set of results that were obtained from simu-
lations of a formation moving in a straight line, with six or seven
robots in a formation, and vision-based state estimations made by
the robots. The experiments were performed using the ROS/Gazebo
simulator12, simulating the behavior of Hamster robots3.

(a) 6 robots formation (b) 7 robots formation

Figure 2:Anexample of the formationpatterns and the robots’ abil-
ity to sense other team members used in the experiments. Here, ro-
bot 1 is the GL and the local leader of robots 2− 5, and robot 6 in 2(a)
(and also 7 in 2(b)) can choose any one of robots 2 − 5 to follow (or a
virtual combination of a subset of them).

The experiments compared ULS and UVLS to a centralized ap-
proach, where there is perfect communication between the GL and
1http://ros.wiki.com
2http://gazebosim.org
3http://www.cogniteam.com/hamster4.html

the other robots (the GL serving as the central computational unit,
in addition to moving the formation). GL checked the noise level
(mean) between every pair of robots (as was reported by the noise
simulation unit) and assigned the local leaders to all robots in the
team. In all experiments, robot #5 did not have an over time in-
creasing noise model and the noise of its sensor was dependent
on the distance and angle to the observed robot only. The central-
ized approach selected it as the best local leader for the robots that
could sense it in the formation and the expectation was for ULS to
converge to the same selection.

The true distances between each robot and the global leader were
recorded at 5Hz rate during the execution and the overall formation
error was calculated as the norm of the vector of deviations of each
robot from its expected distance to the GL. Similar experiments
results were averaged over the time axis to compare between the
performance of every method that was put into test.

Figure 3: Average formation deviation over time (lower values cor-
relate to more accurate formation control, i.e., better performance).
The actual movement always began at the 5th second of the experi-
ment to overcome the asynchronous model loading in Gazebo.

As can be seen in Figure3, ULS algorithm performed similar to the
centralized approach (statistically indistinguishable), while UVLS
was statistically significantly better. It is important to note that the
virtual local leader accuracy depends on the correlation between
the deviations of the state estimations (made by the same robot)
and UVLS would not necessarily perform better than the other two
algorithms in case of strong correlation between the errors (e.g. if
a robot tends to overestimate the distances, or the angles, to the
same direction).

4 FUTUREWORK
For future work, we plan to extend this work by providing empirical
results performed on real robots, while modeling non-holonomic
estimation errors, and a more complex navigation scenarios in both
simulation and real world.

Additionally, since the main contributor to the runtime complex-
ity of both algorithms is the tree-reconstruction algorithm, there is
an ongoing work to replace it with a more efficient reconstruction
algorithm, that is not based on NeighborJoining .
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