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ABSTRACT
This paper addresses the challenge of truth inference in crowd-
sourcing applications. We propose a generative method that jointly
models tasks’ difficulties, workers’ abilities and guessing behavior
to estimate the truths of crowdsourced tasks, which leads to a more
accurate estimation on the workers’ abilities and tasks’ truths. Ex-
periments demonstrate that the proposed method is more effective
for estimating truths of crowdsourced tasks compared with the
state-of-art methods.
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1 INTRODUCTION
In a crowdsourcing platform, e.g. Amazon Mechanical Turk 1, a
requester can post her tasks and obtain answers from the crowd
workers. As the expertises and abilities of the workers are differ-
ent, the collected answers to the same task are usually conflicting.
Thus, an important task in crowdsourcing is to resolve the conflicts
among the answers given by the crowd workers and discover the
true answers (truths) for each task. Intuitively, we should trust
answers from workers with high abilities. However, workers’ abil-
ities and tasks’ truths are usually unknown a priori. Thus, truth
inference [2, 3, 5, 8, 10–12] emerges and tackles this problem by
jointly estimating workers’ abilities and tasks’ truths.

In this paper, we consider two important phenomenons in crowd-
sourcing applications for crowdsourcing truth inference. (1) The
difficulties of crowdsourced tasks are usually different. A worker
who can frequently answer easy questions correctly does not mean
that her answers to the hard questions are also trustworthy. Thus,
by modeling and estimating tasks’ difficulties, the performance of
truth inference is expected to be improved [6, 7, 9, 13]. (2) Most of
the crowdsourced tasks are multi-choice tasks, i.e., each task has
K mutual exclusive choices and there is only one true answer. As
the workers in the crowdsourcing application are human, when a
1https://www.mturk.com/
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worker does not know the true answer of a task, she may choose
to guess and submit a random answer.

Our contributions. Motivated by the two phenomenons de-
scribed above, we propose a novel method, called Crowdsourced
Truth Discovery modeling Guessing and task Difficulty (CTDGD)
, that infers multi-choice tasks’ truths by jointly modeling tasks’
difficulties and workers’ abilities and guessing behavior. Specifi-
cally, the workers’ abilities and answers and the tasks’ true answers
and difficulties are modeled as random variables in a probabilistic
generative model. A worker’s ability and the task’s true answer and
difficulty jointly determine if the worker knows the true answer
of the task. If the worker does not know the truth, she submits a
guessed answer from the available choices. By modeling guessing,
the workers’ abilities can be estimated without overestimation. By
modeling tasks’ difficulties, the truths of the hard tasks can be es-
timated more accurately. Experiments have been conducted on a
real-world dataset and demonstrate that CTDGD outperforms the
existing state-of-art crowdsourcing truth inference methods.

2 OUR METHOD
In this section, we present the CTDGD.

2.1 Answer Modeling
Suppose there arem workers {wi }

m−1
i=0 , and n tasks {tj }n−1j=0 . Each

task has K mutual exclusive choices indexed from 1 to K . Each
workerwi can choose a choice as her answer xi j for a task tj . The
goal of truth inference is to find the true answers {zj } for each
task in {tj } from the observed answers {xi j }. At the same time, the
proposed CTDGD outputs the estimated workers’ abilities {ai } and
tasks’ difficulties {dj }.

We model each worker’s ability ai and each task’s difficulty dj
as real numbers taken from (−∞,+∞). Using the logistic function,
the probability ϕi j of workerwi knowing the true answer of tj is

ϕi j = σ (ai − dj ) =
1

1 + exp(−(ai − dj ))
(1)

where σ is the logistic function. From Equation (1) we can see that
the probability of workerwi knowing the truth of tj is high if ai −dj
is large. Therefore, a worker is more likely to give a true answer to
an easy task and less likely to answer a hard task correctly if her
ability is smaller than the task’s difficulty.

If the worker does not know the truth, she may guess and submit
a random choice as her answer. Thus, the probability of an observed
answer xi j being the truth zj is:

p(xi j = k |zj = k,dj ,ai ) = ϕi j + (1 − ϕi j )
1
K

(2)
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Figure 1: Graphical Model

We use the "one coin model" [13] to model the cases that a worker
submits a wrong answer. Thus, for all k ′ , k , the probability of an
observed answer xi j being wrong is:

p(xi j = k
′ |zj = k,dj ,ai ) = (1 − ϕi j )

1
K

(3)

Combing Equations (2) and (3), the conditional probability of an
observed worker’s answer is:

p(xi j |zj ,dj ,ai ) =
(
ϕi j + (1 − ϕi j )

1
K

)δi j (
(1 − ϕi j )

1
K

)1−δi j
(4)

where δi j denotes the Kronecker delta function.

2.2 Representation
CTDGD is a generative model. The worker’s ability ai , the task’s
difficulty dj and truth zj and the worker’s answer xi j are modeled
as random variables. The relationships between these random vari-
ables are depicted in Figure 1. The generative processes of each
random variable are described as follows.

The true answer is generated from a Categorical distribution:
p(zj ) = Cat(K ,α ). The worker’s answer is generated from a Cat-
egorical distribution with the p.m.f. defined in Equation (4). The
task difficulty dj is generated from a Normal distribution: p(dj ) =
N(µ j ,σ

2
j ). The ability of a worker is generated from a Normal distri-

bution:p(ai ) = N(µi ,σ
2
i ).α , µ j , σ 2

j , µi and σ
2
i are hyperparameters.

2.3 Inference
We use Expectation-Maximization (EM) algorithm to estimate the
optimal values of {zj }, {dj } and {ai }. Specifically, we treat the
true answers Z = {zj } as the latent variables, Θ = {dj } ∩ {ai } as
the model parameters , and X = {xi j } as the observations. The
likelihood function is formulated in Equation (5).

L(Θ;X ,Z ) = p(X ,Z |Θ) =
∏
j

(
p(zj )

∏
i

p(xi j |zj ,dj ,ai )
)

(5)

EM algorithm finds the maximum likelihood of L and the optimal
values of Z and Θ by iteratively performing an E-Step and a M-Step.
In the E-Step, we compute p(t )jk , which is defined as the conditional

probability p(zj = k |Θ(t ),X ) at the current iteration t :

p
(t )
jk =

p(zj = k)
∏
i
p(xi j |zj = k,dj ,ai )∑K

k ′=1 p(zj = k
′)
∏
i
p(xi j |zj = k ′,dj ,ai )

(6)

In the M-step, we re-estimate the model parameters Θ at the next
iteration t + 1 by maximizing an auxiliary function Q(Θ|Θ(t )) =

EZ |Θ(t ),X
[
lnL(Θ;X ,Z )

]
. There is no closed form to compute ai

and dj directly to maximize Q . Therefore, we adopt gradient as-
cent to maximize Q , and the gradient of Q can be constructed by

Method Accuracy
Easy (1627)
(Levels 1 - 7)

Medium (213)
(Levels 8 - 9)

Hard (51)
(Levels 10 - 12) Overall (1891)

CTDGD 96.25 75.14 64.71 93.02
ZC [3] 94.53 66.2 52.94 90.22

GLAD [9] 94.28 66.2 50.98 89.95
DS [2] 95.02 66.66 50.95 90.64
LFC [8] 95.82 71.83 58.82 92.12

3Estimate [4] 95.88 71.83 60.5 92.23
TruthFinder [12] 94.96 68.07 47.06 90.69
Majority Voting 94.84 67.13 47.06 90.43

Table 1: Experimental Results

differentiating Q w.r.t. ai and dj :

∂Q

∂ai
=
∑
j

K∑
k=1

p
(t )
jk

[
δi j

K

(K − 1) + 1
ϕi j

− ϕi j
]

(7)

∂Q

∂dj
= −

∑
i

K∑
k=1

p
(t )
jk

[
δi j

K

(K − 1) + 1
ϕi j

− ϕi j
]

(8)

Given the above derivations, EM algorithm iteratively conducts
the E-step and M-step until convergence. After the EM algorithm
terminates, we can use the parameters in the last iteration as the
estimated worker’s ability and task’s difficulty. At the same time,
we can compute the estimated truth ẑj by selecting the kth choice
that has the highest probability among p(t )jk , i.e., ẑj = argmax

k
{p

(t )
jk }.

3 EXPERIMENTS
We conduct experiments on a real-world dataset, Game [1], to
compare CTDGD with the state-of-art truth inference methods.
The Game dataset contains 1908 unique questions with 12 difficulty
levels. 1891 questions are answered by 37,332 workers with 214.658
answers. The performance is measured accuracy, which is defined
as the percentage of the number of correctly inferred questions
divided by the total number of questions.

Due to space limitation, we divide the questions into three cat-
egories, Easy, Medium and Hard, and present the results in Table
1. We list the number of questions in each level in the parentheses.
From Table 1, we can observe that CTDGD has the best overall
performance. For the easy tasks, we can see that all the methods
have a very high accuracy, even majority voting can achieve over
90% accuracy. However, for the medium and hard level tasks, the ac-
curacies of all the methods are dropped below 90%. This is because
many workers cannot answer difficult questions correctly. Among
all the methods, CTDGD has the best performance on medium
and hards tasks, which demonstrates the superiority of CTDGD by
jointly modeling tasks’ difficulty and workers’ guessing behavior.

4 CONCLUSION
In this paper, we propose Crowdsourced Truth Discovery modeling
Guessing and task Difficulty (CTDGD), which jointly models tasks’
difficulties, workers’ guessing behavior and abilities to estimate
tasks’ truths. Experiments on a real-world dataset demonstrate that
CTDGD is more effective to estimate the truths of crowdsourced
tasks than the state-of-art truth discovery methods, especially when
the tasks are difficult.
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