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1 INTRODUCTION
Peer grading systems make large courses more scalable, provide
students with faster and more detailed feedback, and help teach
students to think critically about the work of others. Various recent
implementations of peer grading mechanisms make such systems
relatively easy to deploy in practice [2, 11, 24]. The broader adop-
tion of such systems faces a common, critical obstacle: motivating
students to provide accurate grades. A natural solution is asking
multiple students to grade the same assignment and rewarding
them based on their behavior (e.g., based on the extent to which
their grades agree with the grades given by other students). Such
solutions have been explored in detail in a large literature on peer
prediction, which considers how to incentivize agents to truthfully
disclose unverifiable private information [4, 7–10, 12–17, 22, 23].
Unfortunately, almost all known peer prediction mechanisms also
give rise to uninformative equilibria in which agents do not reveal
their private information; e.g., all students grading an assignment
favorably regardless of its quality [1, 8, 10, 17, 22]. Human experi-
ments show that such strategic behavior does arise in practice [5].

Much subsequent work has attempted to identify peer predic-
tion mechanisms in which the truthful equilibrium is always pre-
ferred by agents, or even in which no uninformative equilibria
exist [1, 3, 8, 10, 17, 22]. One drawback of all such approaches is
that they cannot do better than Nash equilibrium implementations.
This is because agents’ payoffs depend on other agents’ actions,
and so agents must reason about each other’s behavior. In a class-
room setting, where some students will almost surely fail to invest
effort, students may need stronger incentives; we thus seek domi-
nant strategy mechanisms. Such mechanisms can be obtained by
incorporating trusted graders (TAs) more fundamentally into the
mechanism: guaranteeing that each student report is, with some suf-
ficiently large probability, compared to a trusted evaluation (which
we will call a spot check), rather than to other student evaluations.
The idea of combining such “spot checking” with peer grading
mechanisms to incentivize accurate grading has been explored in
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some recent past work [6, 7, 21, 24]. Because spot checking is ex-
pensive (e.g., TAs need to be paid in proportion to the amount of
work they do), it is natural to seek to minimize the amount of spot
checking required to obtain dominant strategies. This minimization
problem was first attacked by Gao et al. [6], who proposed a very
simple mechanism that makes truthfulness a dominant strategy
by unconditionally rewarding students when they are not spot
checked and penalizing them to the extent that they disagree with
the TA otherwise. They compared this mechanism with various
alternatives based on peer prediction, showing that the latter re-
quire strictly more spot checking than the former, even despite the
fact that peer-prediction-based mechanisms do not offer dominant
strategies.

Gao et al’s model always performs spot checks with some fixed
probability. It is intuitive to think that report-sensitive spot check-
ing—that is, varying the spot checking probability based on the
students’ reports—could lower the expected amount of spot check-
ing required overall. For example, imagine that an instructor already
knows that a given problem set is extremely difficult. If the reported
grades for a given submission are all very high, the instructor might
believe that there is an increased likelihood that students have re-
ported dishonestly, and so might want to spot check with a higher
probability.

For the first time, this paper identifies the optimal dominant-
strategy incentive-compatible report-sensitive spot-checking mech-
anism, which requires less spot checking than the previous state
of the art, the simple mechanism of Gao et al. Like much other
work in the literature [e.g., 1, 21], our analysis is limited to the case
where students are asked to report only positive or negative grades
about each assignment. Our new mechanism is general in several
important senses: it allows for arbitrary numbers of graders per as-
signment and nearly arbitrary1 prior probability distributions over
both these signals and the noise models describing the probabilities
that students and TAs will observe each signal given the ground
truth.

One final and very recent related paper is worth mentioning here.
Wang et al. [21] proposed a different approach for designing peer
grading systems that also varies spot check probabilities. Their
model, which assumes that TAs can directly observe whether a
student invested effort, is substantially different from our own, and
hence their mechanism is not directly applicable to our setting.

2 MODEL
A single assignment needs to be graded by a set N of students (with
|N | = n) and has an unobservable binary quality q ∈ Q = {a,b}

1The only assumption we make on these distributions is that spot checking each
student with probability one yields dominant strategies in the mechanism of Gao et al.
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drawn from a commonly known distribution Pr[q]. Each student i ,
by exerting effort at cost c , can examine the submission and observe
a signal si ∈ Q that is informative about the assignment’s quality.
More formally, in a way that depends on the true quality q, the
signals observed by different students are independently drawn
from a commonly known distribution Pr[s |q].

In addition to the students, a teaching assistant (TA) may also re-
ceive a signal sTA. Formally, sTA is drawn from Pr[s |q]; conditioning
on the quality q, it is independent from the students’ signals.

Strategy space. In our model, each student faces two strategic
choices: whether to expend effort grading the assignment and what
grade to report. Three actions are thus possible: the student (i) may
be truthful, investing effort to examine the assignment, observing
her signal, and reporting this signal; (ii) may invest effort but report
a different signal than the one she observed; or (iii) may choose not
to invest effort and report an arbitrary signal. In contrast, the TA is
not a strategic agent. When asked to grade the assignment, the TA
always reports an independently observed signal.

3 SPOT-CHECKING MECHANISMS
A spot-checking mechanism takes in students’ reported signals
and decides both whether a TA signal is needed and how much to
reward the students.

Definition 3.1 (Spot-checking mechanism). A spot-checking mech-
anism is defined by a tuple (xa ,xb ,Y ), where:

(1) xa : N×N→ [0, 1] defines the probability of spot checking
an agent who reports a. Given two natural numbers (k,n)
specifying the number of a’s reported by the agents and the
total number of agents, xa returns the probability that the
mechanism will spot check agents reporting a.

(2) xb : N×N→ [0, 1] is an analogous function for computing
the probability of spot checking an agent who reports b.

(3) Y : Q × Q → R+ denotes the reward given to a student
who is spot checked. Y (r , sTA) is the reward given to a spot-
checked student who made report r when the TA reported
signal sTA. When a student is not spot checked, she receives
no reward.

Throughout this paper we focus on mechanisms where the re-
ward function Y is the output agreement reward function, i.e.,
Y (r , sTA) = 1 if r = sTA, and 0, otherwise. This function has been
widely studied in the peer prediction literature [18–20, 22].

Definition 3.2 (DSIC). A spot-checking mechanism is dominant
strategy incentive compatible (DSIC) if, for each student i and for
any strategies that the other students choose, i’s utility-maximizing
strategy is to be truthful, i.e., to invest effort to observe her signal
and to report what she observes.

3.1 ROS, RSS, and RSUS Mechanisms
Definition 3.3 (ROS Mechanism [6]). A Report-Oblivious Spot-

checking (ROS) mechanism spot checks every student with fixed
probability x , regardless of the students’ reports.

Definition 3.4 (RSS Mechanism). A Report-Sensitive Spot-checking
(RSS) mechanism spot checks every student with probability that
can depend on all the students’ reports.

Definition 3.5 (RSUS Mechanism). A Report-Sensitive, Uniform
Spot-checking (RSUS) mechanism ensures that whenever one stu-
dent is spot checked, all are spot checked.

3.2 Assumptions
Our first assumption is that a student, upon observing a signal,
expects any other grader (the TA or another student) to be strictly
more likely to observe the same signal than the opposite. This as-
sumption is needed to ensure that students are strictly incentivized
to report honestly in ROS mechanisms. Our second assumption is
that a student being spot checked with probability 1 prefers to be
truthful than to report an arbitrary signal without effort. In effect,
this assumption can be understood as saying that rewards are large
enough to outweigh the cost of effort.

4 SUMMARY OF THE RESULTS
We focus on minimizing the need for TA workload. For a DSIC
spot-checking mechanism, the TA workload is the probability with
which the TA needs to provide a signal, assuming all students are
truthful.

Our first technical result is a characterization of the optimal
DSIC RSS mechanism. We define a class of mechanisms (PRSS) and
then show that the minimum TA workload is always achieved by a
DSIC PRSS mechanism.

Definition 4.1 (PRSS Mechanism). A Personal-Report-Sensitive
Spot-checking mechanism, or PRSS mechanism, spot checks each
student with a probability that only depends on the student’s own
report.

An immediate consequence of this characterization is that, as
long as the two signals appear with different ex ante probabilities,
the optimal DSIC RSS mechanism spot checks strictly less than the
any DSIC ROS mechanism.

The proof consists of two steps. In Step 1, we reason about a
convex optimization problem that minimizes the TA workload but
relaxes all of the DISC constraints except those that incentivize
the truthful strategy when all other students make no effort. We
identify an optimal solution to this problem making use of the
convexity of the objective function. Then, in Step 2, we show that
this solution in fact gives rise to a DSIC PRSS mechanism. Since it
is an optimal solution with most DSIC constraints relaxed, it is also
optimal when one enforces all constraints.

Our second result shows limitation of RSUS mechanisms. RSUS
mechanisms have the intuitively appealing property that the TA’s
signal is never “wasted”: whenever TA is asked to provide a signal,
it is used to spot check all students. We show that such mechanisms
are nevertheless outperformed in general by our optimal mecha-
nism, which is PRSS. We prove an even stronger result, showing
that the optimal DSIC PRSS mechanism outperforms RSUS mecha-
nisms even when the latter is subject to a weaker solution concept,
which requires the truthful strategy to be utility maximizing for a
student as long as any other student who examines the assignment
always reports the observed signal.
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