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ABSTRACT
In AI, the ability to model and reason with preferences allows for
more personalized services. Ethical priorities are also essential, if
we want AI systems to make decisions that are ethically accept-
able. Both data-driven and symbolic methods can be used to model
preferences and ethical priorities, and to combine them in the same
system, as two agents that need to cooperate. We describe two
approaches to design AI systems that can reason with both pref-
erences and ethical priorities. We then generalize this setting to
follow Kahneman’s theory of thinking fast and slow in the human’s
mind. According to this theory, we make decision by employing and
combining two very different systems: one accounts for intuition
and immediate but imprecise actions, while the other one models
correct and complex logical reasoning. We discuss how such two
systems could possibly be exploited and adapted to design machines
that allow for both data-driven and logical reasoning, and exhibit
degrees of personalized and ethically acceptable behavior.
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1 COMBINING PREFERENCES AND ETHICAL
PRIORITIES

In our everyday life, preferences play a key role in whatever we
do, and they are routinely collected, analyzed, and used to provide
us with personalized services. When we make decision, however,
we usually use both our preferences and additional constraints,
priorities or ethical principles, in order to be compliant to some
exogenous guidelines.

More often, AI agents are used to support humans in different
decision scenarios. In some domains, they are also allowed to make
decisions autonomously. It is therefore natural to question whether
these systems are aligned with both subjective preferences and
ethical values, so that they can make decisions in line with human
behavior.
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AI researchers have studied for a long time how to represent pref-
erences, or priorities of many kinds, in artificial agents, employing
both symbolic and data-driven approaches.

Data-driven approaches learn autonomously from a set of avail-
able samples (dataset) how to behave in a particular setting. How to
reach the given goal is inferred from the data. The performance and
accuracy of these systems can be very high, but most of the times
they lack in terms of explanationability and possibly adherence to
existing normatives which are not represented in the data. On the
other hand, symbolic methods allow for a structured representa-
tion of the domain and for a formal inference of the knowledge
base. These systems can give explanation about the choice resulting
from the reasoning process, by taking into account preferences or
guidelines, but they lack in terms of scalability, performance, and
flexibility.

Recently, some works have been devoted to design and imple-
ment AI systems driven by separate representations of preferences
and ethical principles. The power of separating them is to be able to
flexibly decide how to combine them, and to allow different agents
to provide the two kinds of knowledge. In these studies, a com-
mon representation (being it a data-driven approach or a symbolic
framework) for both objects (preferences and ethical priorities) is
used in order to make a decision which follows them both.

For example, Balakrishnan et al. [1] shows that is possible to
teach online agents to learn through reward feedback how to se-
lect the best action and at the same time to learn and follow a set
of behavioral constraints. These learned constraints are used as
a guideline when the agent makes a decisions in the online sce-
nario. In such a way, agents are reactive to both reward feedback
and learned behavioral constraints. In Loreggia et al. [4], instead,
preferences and ethical principles are represented and used in a
value alignment procedure in order to make a decision which is
compliant with the ethical principles and at the same time close
enough to the preference of the individual. The procedure uses a
notion of distance [3] to compute a similarity score between the
ethical principle and the preferences.

Both these lines of work use the same kind of techniques (rein-
forcement learning in one, and preference symbolic modelling in
the other one) for modelling both preferences and ethical principles.

2 THINKING FAST AND SLOW IN AI
Generalizing from the above scenarios, one can think not only of
keeping preferences and ethical principles separate, but also of
handling them via different kinds of techniques. After all, this is
what is done in our mind.

According the Daniel Kahneman’s theory [2], our decision mak-
ing is supported by the cooperation of two systems: System 1 pro-
vides intuitive, imprecise, fast, and at time unconscious decisions
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(the so-called "thinking fast"), while System 2 handles more com-
plex situations where logical and rational thinking is needed to
reach a decision (the so-called "thinking slow").

System 1 is guided mainly by intuition rather than deliberation.
It gives fast answers to very simple questions, but such answers are
sometimes wrong and not always have an explanation. When the
problem is too complex for System 1, System 2 kicks in and solves it
with access to computational resources and logic rules. Sometimes
a problem is new and difficult to solve, thus handled by System 2,
but then its solutions over time are used to accumulate examples
that System 1 can use readily with no effort. Thus after a while the
problem can become manageable by System 1. A typical example
is reading text in our own native language.

Now let’s think of designing a multi-agent system with this
decision making structure. System 1 has clearly the properties of
machine learning approaches, whose training set is given by Sys-
tem 2. On the other hand, System 2 has the properties of symbolic
and logical AI approaches. At the beginning of the machine’s func-
tioning, every decision would be computed by its System 2. After a
while, however, in some cases System 2 collects enough knowledge
and examples to allow System 1 to kick in.

Machines are of course different from human minds, for example
in terms of memory and computational resources. Our brain in com-
parison is very limited, and this is the reason why some problems
never pass from System 2 to System 1, no matter how much exam-
ples are collected by System 2. A typical example is counting the
number of "a" in a page of text. This happens because our System 1
is limited by our memory and computational resources. Is this true
also in a machine? Assuming we provide enough computational
and memory support, would the machine’s System 1 be able to
kick in for all problems, after a while? Also, our System 1 waits for
System 2 to provide the training set, but in a machine the System
1 could generate it itself by simulating decision making scenarios.
Does this make the machine’s System 2 less needed?

In a person’s mind, System 2 is also in charge of monitoring and
checking the ethical behavior of System 1, that would otherwise act
out of only intuition and subjective preferences. If we follow the
above analogy, we should model preference reasoning via machine
learning ad ethical reasoning by symbolic logic frameworks, that
over time build the training dataset for the preference reasoning
module. Would this be the best way to combine preferences and
ethical principles in multi-agent decision making artificial system?

These questions are at the core of current AI: is there a role for
symbolic AI, or is data-driven AI enough? Do we need to combine
machine learning with logical reasoning, or can we just focus only
on machine learning approaches? In other words, can machine just
employ fast thinking, or do they also need slow thinking?

We believe that Kahneman’s theory can provide very valuable
insights to significantly understand how to answer these very im-
portant questions for decision making, multi-agent systems, prefer-
ences, ethical principles, and AI in general.
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