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ABSTRACT
We investigate the computational complexity of electoral control in

elections. Electoral control describes the scenario where the election

chair seeks to alter the outcome of the election by structural changes

such as adding, deleting, or replacing either candidates or voters.

Such control actions have been studied in the literature for a lot of

prominent voting correspondences. In this paper, we complement

those results by solving several open cases for Copeland
α
, Maximin,

k-Veto, Plurality with Runoff, and Veto with Runoff.
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1 INTRODUCTION
Since the seminal works of Bartholdi et al. [5–7], many strategic

voting problems have been proposed and studied from the complex-

ity theoretic point of view. These strategic voting problems include

manipulation, where voters cast their votes strategically, bribery,
where an external agent changes some voters’ votes, and control,
where an external agent (usually called the chair) tries to alter the

outcome of an election by structural changes such as adding, delet-

ing, or replacing either candidates or voters. For a broad overview

of these strategic actions, their applications in multiagent systems,

recommender systems, ranking algorithms, etc., and for a survey

of the related results we refer to the book chapters [8, 16] and the

references cited therein.

In this paper, we will focus on control, in particular on adding,

deleting, and replacing either candidates or voters. There is a long

line of research centered on the complexity of control. Many voting

correspondences have been investigated, such as Approval Voting

and its variants, Condorcet, Plurality [7, 9, 12, 13, 21], Copeland [9,

14], Maximin [15, 28, 34], k-Veto, and k-Approval [23, 26, 35]. A
general (multimode) control problem, allowing an external agent to
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perform different types of control actions at once such as deleting

and/or adding voters and/or candidates, has been introduced in [15].

The reader may ask, why do we need yet another paper on the

complexity of control? The answer is, because our knowledge on

the complexity of control is incomplete, there are several voting

correspondences for which we still have some unsolved open cases.

In this paper, we are filling those gaps. In the following, we will

highlight our contributions:

• Faliszewski et al. [14] and Loreggia [24] investigated the

complexity of control in Copeland
α
elections leaving the

case destructive control by replacing voters for any rationalα
where 0 ≤ α ≤ 1 open. We settle this open problem.

• Faliszewski et al. [15] and Maushagen and Rothe [28] investi-

gated the complexity of control inMaximin elections, leaving

the cases constructive and destructive control by replacing

either candidates or voters open. We solve these problems.

Moreover, we also solve a more general problem called ex-

act destructive control by adding and deleting candidates, a

special form of multimode control.

• Lin [23] and Loreggia et al. [26] focused on control in k-
Veto. Open cases are k-Veto constructive control by replacing
voters for k ≥ 2. We solve these open cases, providing a

dichotomy result for k-Veto with respect to the values of k .
• Finally, we investigate the complexity of control for two

common voting correspondences, which, surprisingly, have

not been considered yet in the literature, namely Plurality

with Runoff and Veto with Runoff.

2 PRELIMINARIES
An election E is given by a tuple E = (C,V ) whereC is a finite set of

candidates andV is a finite multiset of votes. Each vote is defined as

a linear order over C , indicating the preference of the voter over C .
In particular, if a voter v ∈ V prefers candidate a to candidate b,
denoted as a ≻ b, a is ordered before b inv . A voting correspondence
(or voting rule) τ maps each election (C,V ) to a subset of candidates
called the winners of the election. For two candidates a,b ∈ C , let
NE (a,b) be the number of voters preferring a to b. We drop E from

the notation if it is clear from the context. Furthermore, for any

set X of candidates or voters let nX denote the cardinality of X . For

ease of exposition, in this paper we exchangeably use the words

vote and voter. We consider the following voting correspondences.

Copelandα For each pairwise comparison between two can-

didates a and b, if NE (a,b) > NE (b,a), a receives 1 point

and b receives 0 points. If NE (a,b) = NE (b,a), both a and b
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receive α points, where α ∈ [0, 1] is a rational number. The

candidates with the highest total points are the winners.

Maximin TheMaximin score of a candidate a ∈ C is defined as

minb ∈C\{a } NE (a,b). Candidates with the highest Maximin

score are the winners.

k-Approval Each voter gives 1 point to every candidate on

the top-k positions. The winners are the candidates with the

highest total score. Particularly, 1-Approval is often referred

to as Plurality in the literature.

k-Veto Each voter gives 1 point (veto) to every candidate ranked

on the last k positions. The winners are the candidates with

the least vetoes. 1-Veto is often referred to as Veto.
Plurality with Runoff (PRun) Each voter only approves of

his top-ranked candidate. If there is a candidate c who is

approved by every voter, then c is the unique winner. Oth-
erwise, this voting correspondence takes two stages to se-

lect the winner. In the first stage, all candidates except the

two who respectively receive the most and second-most

approvals are eliminated from the election. If more than

two candidates have the same highest total approvals, a

tie-breaking rule is applied to select exactly two of them,

and if there is one candidate with the most approvals but

several candidates with the second-most approvals, a tie-

breaking rule is used to select exactly one of those with

the second-most approvals. Then, the remaining two can-

didates, say c and d , compete in the second stage (runoff

stage). In particular, if NE (c,d ) > NE (d, c ) then c wins; and
if NE (d, c ) > NE (c,d ) then d wins. Otherwise, a tie-breaking

rule applies to determine the winner between c and d .
Veto with Runoff (VRun) Each voter vetoes exactly the last-

ranked candidate. This voting correspondence is defined

similar to PRun, with a slight difference in the first stage:

all candidates except the ones who receive the least and

second-least vetoes are eliminated from the election.

We study various control problems which can be considered as

special cases of the following problem [15].

τ -Constructive Multimode Control

Given: An election (C ∪ D, V ∪W ) with registered candidate

set C , unregistered candidate set D , registered voter

set V , unregistered voter setW , a designated candidate

c ∈ C , and four non-negative integers ℓAV, ℓDV, ℓAC,

ℓDC, with ℓAV ≤ |W |, ℓDV ≤ |V |, ℓAC ≤ |D |, and
ℓDC ≤ |C |.

Question: Are thereV ′ ⊆ V ,W ′ ⊆W ,C′ ⊆ C \ {c },D′ ⊆ D , such

that |V ′ | ≤ ℓDV, |W ′ | ≤ ℓAV, |C′ | ≤ ℓDC, |D′ | ≤ ℓAC,

and c is a winner of the election ((C \ C′) ∪ D′, (V \
V ′) ∪W ′) under τ ?

In τ -Destructive Multimode Control we ask whether there

exist subsets V ′,W ′, C ′, and D ′ as in the above definition such

that c is not a winner in ((C \C ′) ∪ D ′, (V \V ′) ∪W ′) under τ .
In this paper we study several special cases or restricted versions

of multimode control, such as adding, deleting, or replacing either

candidates or voters. The following list gives an overview of the

restrictions compared to the general multimode control problem.

Problems Restrictions

Add. Voters ℓAC = ℓDC = ℓDV = 0, D = ∅

Del. Voters ℓAC = ℓDC = ℓAV = 0, D =W = ∅

Add. Candidates ℓDC = ℓAV = ℓDV = 0,W = ∅

Del. Candidates ℓAC = ℓAV = ℓDV = 0, D =W = ∅

Repl. Voters |V ′ | = |W ′ |, ℓAV = ℓDV,
ℓAC = ℓDC = 0, D = ∅

Repl. Candidates |C ′ | = |D ′ |, ℓAC = ℓDC,
ℓAV = ℓDV = 0,W = ∅

Throughout the paper, we will use a four-letter code to denote

our problems. The first two characters CC/DC stand for construc-

tive/destructive control, the third character A/D/R stands for add-

ing/deleting/replacing, and the last one V/C for voters/candidates.

For example, DCRV stands for destructive control by replacing

voters. For simplicity, in each problem in the above table, we use ℓ

to denote the integer(s) in the input that is not necessarily required

to be 0. For example, when considering CCRV, we use ℓ to de-

note ℓAV = ℓDV. Control by adding/deleting votes/candidates has

been extensively studied in the literature since the seminal work

of Bartholdi (see, e.g., [7, 11, 22, 27, 29, 31, 33, 35]). However, the

complexity of control by replacing candidates or voters has been

studied just recently by Loreggia et al. [26].

We assume the reader to be familiar with basics in complexity

theory, such as P, NP, NP-hard, NP-complete, etc. We refer to [32]

for a concise introduction to the complexity theory and [2, 18]

for more comprehensive discussions. For NP-completeness results

we only provide the hardness proofs since the NP-membership of

these problems is easy to check. Our NP-hardness results are mainly

based on reductions from the following NP-hard problem [19].

Restricted Exact Cover By 3-Sets (RX3C)

Given: A set U = {u1, . . . , u3κ } and a collection S =

{S1, . . . , S3κ } of 3-element subsets of U such that each

u ∈ U occurs in exactly three subsets S ∈ S.
Question: Does S contain an exact 3-set cover for U , i.e., a subcol-

lection S′ ⊆ S such that every element of U occurs in

exactly one member of S′?

For showing membership in P, we will in some proofs make

use of the following problems. We also assume that the reader is

familiar with graph theory (cf. [4, 10]).

Integral Minimum Cost Flow (IMCF)

Given: A networkG = (V , E ), capacity functions bα , bβ : E →
N0, a source vertex x ∈ V , a sink vertex y ∈ V \ {x }, a
cost function д : E → N0, and an integer r .

Question: Find a minimum cost flow from x to y of value r .
Recall that a flow f is a function assigning to each

arc (u, v ) ∈ E an integer number f (u, v ) such

that (1) bα (u, v ) ≤ f (u, v ) ≤ bβ (u, v ); and

(2) for every node v except x and y , it holds that∑
(u,v )∈E f (u, v ) =

∑
(v,u )∈E f (v, u ). 1 The cost of a

flow f is

∑
(u,v )∈E f (u, v ) · д (u, v ), and the value of f

is

∑
(x,v )∈E f (x, v ).

1
For simplicity, we write bα (u, v ) for bα ((u, v )), bβ (u, v ) for bβ ((u, v )), and
д (u, v ) for д ((u, v )) throughout this paper.

Session 3D: Social Choice Theory 2 AAMAS 2019, May 13-17, 2019, Montréal, Canada

847



In the above definitions, bα and bβ are respectively called the

lower-bound capacity and the upper-bound capacity. The IMCF

problem is well-known to be polynomial-time solvable [1].

b-Edge Cover (b-EC)

Given: AnundirectedmultigraphG = (V , E )without loops, two
capacity functions bα , bβ : V → N0, and an integer r .

Question: Is there a b-edge cover inG of size at most r , i.e., a subset
E′ ⊆ E of at most r edges such that each node v ∈ V
is incident to at least bα (v ) and at most bβ (v ) edges in
E′?

The b-EC problem is also polynomial-time solvable [17, 20].

3 COPELANDα

We start by completing our knowledge on control in Copeland
α

elections. Faliszewski et al. [14] and Loreggia [24] investigated the

complexity of control in Copeland
α
elections, leaving the cases

destructive control by replacing voters and constructive and de-

structive control by replacing candidates open.

A voting correspondence satisfies Insensitivity to Bottom-ranked
Candidates (IBC) if for any election with at least two candidates,

the winners do not change after a subset of candidates which are

ranked after all other candidates in all votes are deleted. Note that

both Copeland
α
and Maximin satisfy IBC. Loreggia et al. [25, 26]

established the following relationship between CCRC and CCDC,

and between DCRC and DCDC.

Lemma 3.1. [25, 26] Let τ be a voting correspondence satisfying
IBC. Then, τ -CCRC is NP-hard if τ -CCDC is NP-hard, and τ -DCRC is
NP-hard if τ -DCDC is NP-hard.

Due to Lemma 3.1 and the facts that Copeland
α
satisfies IBC,

and Copeland
α
-CCDC and Copeland

α
-DCDC are NP-hard [14], it

follows that Copeland
α
-CCRC and Copeland

α
-DCRC are NP-hard.

It remains the case of destructive control by replacing voters.

We complete it via the following theorem.

Theorem 3.2. Copelandα -DCRV is NP-complete for any α such
that 0 ≤ α ≤ 1.

We omit the proof due to space constraints. The proof is a slight

modification of the one for Copeland
α
-CCAV given in [14] with the

only difference that there are k further votes ranking the designated

candidate first. These votes are replaced with the highest priority.

4 MAXIMIN
Let us now turn to Maximin. Faliszewski et al. [15] have already

investigated the complexity of constructive and destructive control

by adding and deleting either candidates or voters.Wewill complete

the picture on control in Maximin elections by providing results on

constructive and destructive control by replacing candidates and

voters. It is known that constructive control by deleting candidates

for Maximin is polynomial-time solvable [15]. Hence, we could

not obtain the NP-hardness of Maximin-CCRC from Lemma 3.1.

However, Loreggia [25] introduced another useful lemma.

A voting correspondence is said to be unanimous if whenever
the same candidate is ranked in the top position in all votes, this

candidate wins.

Lemma 4.1. [25] Let τ be an unanimous voting correspondence
that satisfies IBC. If τ -CCAC is NP-hard, then τ -CCRC is NP-hard.

Due to this lemma and the facts that (1) Maximin is unani-

mous; (2) Maximin satisfies IBC; and (3) CCAC for Maximin is

NP-complete [15], we know that Maximin-CCRC is NP-complete.

The following theorem handles constructive and destructive

control by replacing voters. Our proof is a modification of the proof

of constructive control by adding voters in Maximin [15]. In the

following, for two subsetsA and B of candidates and a linear order ≻

over candidates, A ≻ B means that a ≻ b for every a ∈ A and b ∈ B.

Theorem 4.2. Maximin-CCRV andMaximin-DCRV are NP-complete.

Proof. We start with the constructive case. Let (U ,S) be a given
RX3C instance such that |U | = |S| = 3κ. We construct the following

CCRV instance. Let the set of candidates be C = U ∪ {c,d } s.t.
{c,d } ∩U = ∅. The designated candidate is c . The registered votes

are as follows.

• There are 3κ + 1 votes of the form d ≻ U ≻ c .
• There are κ votes of the form c ≻ U ≻ d .
• There are κ votes of the form c ≻ d ≻ U .

Moreover, for each S ∈ S, we create an unregistered vote inW of

the form (U \ S ) ≻ c ≻ S ≻ d . Finally, we set ℓ = κ, i.e., we are
allowed to replace at most κ voters. We claim that we can make the

candidate c the winner of the election by replacing up to κ voters if

and only if S contains an exact 3-set cover forU . The argument for

the correctness is similar to the one for Maximin-CCAV in [15].

The destructive version works identically, except that the first

vote group contains only 3κ votes and the designated candidate

is d . □

It remains to show the complexity of destructive control by

replacing candidates in Maximin. In contrast to the NP-hardness

results for the other replacing cases, we show that Maximin-DCRC

is polynomial-time solvable. In fact, we show the P-membership of

a more general problem called Exact Destructive Control by

Adding and Deleting Candidates, denoted by τ -EDCAC+DC.
In particular, this problem is a variant of the multimode control

problem where ℓAV = ℓDV = 0,W = ∅. Moreover, it must hold that

in the solution |C ′ | = ℓDC and |D ′ | = ℓAC (i.e., the chair deletes

exactly ℓDC candidates and adds exactly ℓAC candidates). Note that

the number of candidates added and the number of candidates

deleted do not have to be the same.

Theorem 4.3. Maximin-EDCAC+DC is in P.

Proof. Our input is an EDCAC+DC instance as defined above.

Suppose that the chair adds exactly ℓAC candidates from D and

deletes exactly ℓDC candidates from C . Note that ℓDC < |C | since
the chair must not delete the designated candidate c . Our algorithm
works as follows. It checks if there is a pivotal candidate c ′ , c that
beats c in the final election. In case c has Maximin score at most k
for some integer k in the final election, there exists some candidate

d ∈ (C ∪D) \ {c}, not necessarily different from c ′ with N (c,d ) ≤ k .
Our algorithm checks whether there is a final election including c , c ′

and d , the candidate c has Maximin score at most k and c ′ has
Maximin score at least k + 1, where k ∈ {0, 1, . . . , |V | − 1}. Note

that we may restrict ourselves to values k ≤
⌈
|V |
2

⌉
− 1. Otherwise, c
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does not lose any pairwise comparison and is a weak Condorcet

winner and thus a Maximin winner.

Precisely, the algorithm first guesses the candidate c ′ ∈ (C ∪D) \
{c} and the threshold score k as discussed above, and then proceeds

with the following steps.

(1) Let D (c ′) = {d ∈ (C ∪ D) \ {c} : N (c,d ) ≤ k ∧ (c ′ =
d ∨ N (c ′,d ) > k )}. If D (c ′) = ∅ or N (c ′, c ) ≤ k , we im-

mediately reject for the pair (c ′,k ). Otherwise, we guess a
candidate d ∈ D (c ′) (not necessarily different from c ′). The
candidate d has the function to fix the score of c below or

equal to k . In order to keep c ′’s score above the score of c , it
must hold either c ′ = d or N (c ′,d ) > k . 2 We go to the next

step.

(2) Check whether ℓDC ≤ |C | − 1 − |C ∩ {c ′,d }| and ℓAC ≥
|D ∩ {c ′,d }|. If this is the case, proceed with the next step.

Otherwise, we reject because there is no way for the chair

to keep (add) both c ′ and d in(to) the final election.

(3) Let C1 = {c
′′ ∈ C \ {c, c ′,d } : N (c ′, c ′′) ≤ k }. Candidates

in C1 must all be deleted in order to keep the maximin score

of c ′ higher than k . If |C1 | > ℓDC, we discard this subcase and

try the next triple (c ′,k,d ). Otherwise, the chair deletes all
candidates inC1 and arbitrary other candidates inC\{c, c

′,d }
such that exactly ℓDC candidates have been deleted. We go

to the next step.

(4) Let D1 = {a ∈ D \ {c
′,d } : N (c ′,a) > k }. Candidates in D1

are the only candidates which may be added and the score

of c ′ does not decrease. Hence, if |D1 | < ℓAC − |D ∩ {c
′,d }|,

we reject for the triple (c ′,k,d ) since the chair must add

some candidates leading to a lower score than k + 1 for c ′.
Otherwise, we accept.

The original instance is a YES-instance, at least one guessed triple

(c ′,k,d ) leads to a YES answer. The algorithm runs in polynomial

time because there are polynomially many triples to check and each

of them can be done in polynomial time as described above. □

Due to Theorem 4.3, we obtain the following result.

Corollary 4.4. Maximin-DCRC is in P.

Theorem 4.3 also generalizes the polynomial-time solvability

results for Maximin-DCAC and Maximin-DCDC studied in [15].

We also would like to point out that Faliszewski et al. [15] showed

thatMaximin-CCACu+DC is polynomial-time solvable. In this case

the chair is allowed to add as many unregistered candidates as he

wants but can only delete a limited number of candidates.

5 K-VETO
Turning now to k-Veto, it is known that Veto-CCRV and k-Veto-
DCRV for all possible k are polynomial-time solvable [26]. We com-

plement these results by showing that 2-Veto-CCRV is polynomial-

time solvable and k-Veto-CCRV is NP-complete for k ≥ 3, achiev-

ing a dichotomy result for k-Veto with respect to the values of k .
LetV c

(W c
) be the set consisting of all voters inV (W ) vetoing c ,

and define V¬c = V \V c
(W ¬c =W \W c

). For an election (C,V )
and a candidate c ∈ C , let vto(C,V ) (c ) be the number of voters in V
vetoing c .

2
Note that if the Maximin score of c is less than k , the candidate c ′ can also beat c
with Maximin score k , but this case is captured by another pair (c ′, k ).

Theorem 5.1. 2-Veto-CCRV is in P.

Proof. Let (C,V ∪W ), ℓ, c ∈ C be the components of the CCRV

instance input as described in Section 2. Recall that c is the des-
ignated candidate in the input. Our algorithm distinguishes the

following cases

• vto(C,V ) (c ) ≤ min(ℓ,nW − vto(C,W ) (c )).
In this case, the algorithm returns “YES” since c can be made

a winner with zero vetoes by replacing all registered votes

vetoing c with equal number of unregistered votes not veto-

ing c .
• nW − vto(C,W ) (c ) ≤ min(ℓ, vto(C,V ) (c )).
In this case, the optimal choice for the chair is to replace

nW − vto(C,W ) (c ) voters inV vetoing c by the same number

of voters fromW not vetoing c . Hence, all votes inW ¬c are

ensured in the final election. In addition, all votes in V¬c

are also in the final election, as none of these votes needs

to be exchanged in an optimal solution. However, the chair

possibly needs to exchange further ℓ − nW + vto(C,W ) (c ) V -

voters vetoing c by the same number ofW -voters vetoing c .
Anyway, c has exactly vc =

vto(C,V ) (c ) − (nW − vto(C,W ) (c )) = vto(C,V∪W ) (c ) − nW

vetoes in the final election. Due to these observations, the

question is equivalent to searching for no more than vc vot-

ers in V c ∪W c
that shall belong to the final election, such

that at leastmax(0, vto(C,V ) (c )−ℓ) and at most vto(C,V ) (c )−
nW + vto(C,W ) (c ) among them belong to V c

. We guess the

exact number ℓ′ where max(0, vto(C,V ) (c ) − ℓ) ≤ ℓ
′ ≤

vto(C,V ) (c ) − nW + vto(C,W ) (c ) of V -voters that are kept in

the final election. This implies that we keep exactly vc − ℓ
′

votes fromW c
in the final election. Clearly, if the given in-

stance falls into this case and is a YES-instance, at least one

of these guesses leads to a YES answer. In the following,

we reduce the instance into an equivalent b-EC instance in

polynomial time.

For each candidate d ∈ C \ {c}, we create a vertex d . In
addition, we create two vertices cV and cW representing

vetoes that non-designated candidates receive from voters

in V orW vetoing c , respectively. Each voter in V c
(W c

)

vetoing some candidate d ∈ C \ {c} and c yields an edge

between d and cV (cW ). The capacities are as follows.

– bα (cV ) = bβ (cV ) = ℓ′. These capacities ensure that ex-

actly ℓ′ votes from V c
are kept in the final election.

– bα (cW ) = bβ (cW ) = vc − ℓ
′
. These capacities ensure that

exactlyvc −ℓ
′
votes fromW c

are kept in the final election.

– bβ (d ) = |V ∪W | and bα (d ) = vc − vto(C,V ¬c∪W ¬c ) (d ) for
every candidate d ∈ C \ {c}. As discussed above, all votes

in V¬c ∪W ¬c are in the final elections. These votes give

vto(C,V ¬c∪W ¬c ) (d ) vetoes to the candidate d . Hence, the
lower-bound capacity for d is to ensure that in the final

election d has at least the same number of vetoes as c . The
upper-bound capacity for d is not important and can be

changed to any integer that is larger than the maximum

possible vetoes the candidate d can obtain.
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It is fairly easy to check that there is a b-edge cover with at

most vc edges if and only if c can be made a winner in the

final election by replacing exactly vto(C,V ) (c ) − ℓ
′
votes.

• ℓ ≤ min(vto(C,V ) (c ),nW − vto(C,W ) (c )).
In this case, the optimal choice for the chair is to replace

exactly ℓ voters in V vetoing c with ℓ voters fromW not

vetoing c . In other words, we are ensured that the final elec-

tion contains all voters inV¬c , exactly vto(C,V ) (c )− ℓ voters
in V c

, and exactly ℓ voters fromW ¬c . This observation en-

ables us to reduce the instance in this case to the following

b-EC instance.

The vertex set is {cV } ∪ (C \ {c}), i.e., we create a vertex cV
first and then for each candidate inC \ {c} we create a vertex
denoted by the same symbol. For each voter in V c

vetoing

somed ∈ C\{c} (and c), we create an edge (cV ,d ). In addition,
for each voter inW ¬c vetoing two distinct candidates d and

e , we create an edge (d, e ). The capacities of the vertices are
as follows.

– bα (cV ) = bβ (cV ) = vto(C,V ) (c ) − ℓ. This capacity ensures

that exactly vto(C,V ) (c ) − ℓ voters from V c
remain in the

final election.

– For every d ∈ C \ {c}, we set bβ (d ) = |V ∪W | and

bα (d ) = max

(
0, vto(C,V ) (c ) − ℓ − vto(C,V ¬c ) (d )

)
.

The lower bound ensures that in the final election d has at

least the same vetoes as c . Here, vto(C,V ¬c ) (d ) is the vetoes
ofd obtained from voters inV¬c which, as discussed above,
are ensured in the final election. The upper bound is not

very important and can be set as any integer larger than

the maximum possible vetoes that d can obtain in the final

election.

Given the above discussions, it is fairly easy to check that c
can be made a winner by replacing ℓ voters if and only if

there is a b-edge cover of size at most vto(C,V ) (c ).

Each subcase can be done in polynomial time. Consequently, the

overall algorithm terminates in polynomial time. □

We fill the complexity gap for CCRV for k-Veto by showing

that k-Veto-CCRV is NP-complete for every k ≥ 3. The proof is an

adaption of the hardness proof of constructive control by adding

voters for 3-Veto [23].

Theorem 5.2. k-Veto-CCRV is NP-complete for every constant
k ≥ 3.

Proof. We show our result only for k = 3 and argue at the end

of the proof how to handle the cases k ≥ 4.

Our proof provides a reduction from the RX3C problem. Given

an instance (U ,S) of the RX3C problem where |U | = |S| = 3κ, we
construct an instance of 3-Veto-CCRV as follows. Let the candidate

set be C = {c} ∪ {d1,d2,d3} ∪U , where {c,d1,d2,d3} ∩U = ∅. The
designated candidate is c . For ease of exposition, let n = 3κ. The
set V consists of the following 2n − 2κ + 3κ · n registered voters.

• There are n + κ voters vetoing c , d1 and d2.
• There are n voters vetoing d1, d2 and d3.
• For each u ∈ U , there are n − 1 voters vetoing u and any two

arbitrary dummy candidates in {d1,d2,d3}.

Note that with the registered voters, the designated candidate c
has n+κ vetoes, eachu ∈ U has n−1 vetoes, and di , i ∈ {1, 2, 3}, has
at least n vetoes. Let the multisetW of unregistered voters consist

of the following n voters. For each S ∈ S, there is a voter vetoing
the candidates in S . Finally, we are allowed to replace at most κ
voters, i.e., ℓ = κ.

We claim that c can be made a 3-Veto winner by replacing at

most κ voters if and only if an exact 3-set cover of U exists.

(⇐) Assume that U has an exact 3-set cover S′ ⊆ S. After

replacing the κ votes corresponding to S′ fromW with arbitrary κ
voters inV vetoing c , c has (n + κ) − κ = n vetoes, every u ∈ U has

(n − 1) + 1 = n vetoes, and each d1, d2, and d3 has at least n vetoes.

Clearly, c becomes a winner.

(⇒) Assume that c can be made a 3-Veto winner by replacing at

most ℓ voters. Let V ′ ⊆ V andW ′ ⊆W be the two sets such that

|V ′ | = |W ′ | and c becomes a winner after replacing all votes in V ′

with all votes inW ′. Observe first that |V ′ | and |W ′ |must be exactly

κ, since otherwise c has at least n + 1 vetoes and there exists one

u ∈ U having at most n−1 vetoes in the final election, contradicting
that c becomes a winner in the final election. In addition, no matter

whichκ voters are inW ′, there must be at least one candidateu ∈ U
who has at most n vetoes after the replacement. This implies that

each voter inV ′ must veto c . As a result, c has (n+κ)−κ = n vetoes

after the replacement. This further implies that for eachu ∈ U there

is at least one voter inW ′ who vetoes u. As |W ′ | = κ, due to the

construction ofW , the collection of the 3-subsets corresponding to

the κ voters inW ′ form an exact 3-set cover.

To show the NP-hardness for k ≥ 4, we additionally create k − 3
dummy candidates being vetoed by every vote. The correctness

argument is analogous. □

6 PLURALITY AND VETOWITH RUNOFF
We now turn to the final two voting correspondences considered

in this paper. Both voting correspondences are common voting

correspondences, however, somewhat surprisingly, there are no

results on control in Plurality with Runoff and Veto with Runoff.

We first show that CCAV/CCDV/CCRV for both Plurality with

Runoff and Veto with Runoff are polynomial-time solvable when

ties are broken in favor of the chair in both stages. Precisely, if

several candidates are tied in the first stage, the chair has the right

to select the two candidates who survive this stage, and if in the

second stage NE (c,d ) = NE (d, c ) for the two candidates c and d
who survive the first stage, the chair is obligated to select the final

winner between c and d .
Instead of showing the results separately one-by-one, we prove

that a variant of the multimode control problem, Exact Construc-

tive Control by Adding and Deleting Voters, denoted by τ -
ECCAV+DV, is polynomial-time solvable, where τ is Plurality with

Runoff and Veto with Runoff. In this exact variant, we require that

the number of added and deleted voters is exactly equal to the

corresponding given integer, i.e., we require that |V ′ | = ℓDV and

|W ′ | = ℓAV. Moreover, we have ℓAC = ℓDC = 0 andD = ∅. Note that
CCAV/CCDV/CCRV are polynomial-time reducible to ECCAV+DV.

For an election (C,V ) and a candidate d ∈ C , let score(C,V ) (d ) be
the number of voters inV approving d . In the proof of the following

theorem we will show the P-membership of PRun-ECCAV+DV
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and VRun-ECCAV+DV by reducing them to the polynomial-time

solvable problem Integral Min-Cost Flow [1].

Theorem 6.1. PRun-ECCAV+DV and VRun-ECCAV+DV are in P.

Proof. Due to space constraints, we only provide the algorithm

for Plurality with Runoff. Let (C,V ),W , c ∈ C , ℓAV, and ℓDV be

the components of the input of a given instance as described in

the definition of τ -ECCAV+DV. Here, c is the designated candi-

date. Our algorithm guesses a candidate d ∈ C \ {c} and four in-

tegers ℓc
AV

, ℓd
AV

, ℓc
DV

, and ℓd
DV

such that 0 ≤ ℓcX + ℓ
d
X ≤ ℓX for

X ∈ {AV, DV}. The guessed candidate d is supposed to be the one

who competes with c in the runoff stage. Moreover, ℓc
AV

(resp. ℓd
AV

)

is supposed to be the number of voters added fromW that approve c

(resp. d), and ℓc
DV

(resp. ℓd
DV

) is supposed to be the number of voters

deleted from V that approve c (resp. d). Given such guessed candi-

date and integers, we determine whether we can add exactly ℓAV
votes fromW wherein ℓc

AV
(resp. ℓd

AV
) of them approve c (resp. d),

and delete exactly ℓDV votes from V wherein ℓc
DV

(resp. ℓd
DV

) of

them approve c (resp. d). Clearly, the original instance is a YES-

instance if and only if at least one of these guesses leads to a YES

answer. We show how to find the answer to each subinstance in

polynomial time. First, we immediately discard the guess if one of

the following conditions holds: (1) ℓc
DV
> score(C,V ) (c ); (2) ℓ

d
DV
>

score(C,V ) (d ); (3) ℓ
c
AV
> score(C,W ) (c ); or (4) ℓ

d
AV
> score(C,W ) (d ).

Assume that none of the above conditions holds. Then, the scores

of c and d in the final election are determined. Precisely, the final

score of e ∈ {c,d }, denoted by score(e ), is score(C,V ) (e ) + ℓ
e
AV
− ℓe

DV
.

Let s = min{score(c ), score(d )}. To ensure c and d to be in the runoff

stage, each candidate a ∈ C \ {c,d } may have at most s approvals
in total. A second condition for c to be a runoff winner against d
is that c beats d in the pairwise comparison between them. Since

there are n′ = nV + ℓAV − ℓDV voters in the final election (C,V ′), d

must win at most

⌊
n′
2

⌋
duels against c . Let A = C \ {c,d } and

score(C,V ) (A) =
∑
a∈A score(C,V ) (a). Moreover, for X ∈ {AV,DV},

let ℓAX = ℓX − ℓ
c
X − ℓ

d
X . As d in turn wins score(d ) comparisons

against c in all votes whered is the top candidate, if

⌊
n′
2

⌋
< score(d ),

we reject for the current guess and regard the next one. Otherwise,

we search for exactly

nV − score(C,V ) (c ) − score(C,V ) (d )︸                                        ︷︷                                        ︸
=score(C,V ) (A)

−ℓA
DV

voters in V not deleted and approving candidates in A, and ex-

actly ℓA
AV

voters added fromW and approving some a ∈ A such

that the final election contains at most

⌊
n′
2

⌋
− score(d ) voters who

rank some a ∈ A first and prefer d over c . We solve this question

by reducing it to the IMCF problem.

The construction of the IMCF instance is illustrated in Figure 1.

Precisely, there is a source x , a sink y, and two nodes VA
andW A

.

Moreover, each voter inV ∪W approving some a ∈ A yields a node.

Additionally, each a ∈ A yields a node a. If not mentioned other-

wise, each cost is equal to zero. There is an arc from x to VA
with

lower-bound and upper-bound capacities bα (x ,V
A ) = bβ (x ,V

A ) =

score(C,V ) (A)− ℓ
A
DV

. There is another arc from x toW A
with lower-

bound and upper-bound capacities bα (x ,W
A ) = bβ (x ,W

A ) = ℓA
AV

.

x y

V A

V W

AW

V

v

Figure 1: An illustration of the construction of the IMCF in-
stance in Theorem 6.1.

Each voter v ∈ V with top candidate in A yields an arc (VA,v )
with capacity 1. The cost of this arc is equal to 1 if v prefers d to c .
Analogously we define edges fromW A

to verticesw correspond-

ing to voters inW approving some a ∈ A. There is an edge from

some v ∈ V ∪W to some a ∈ A with capacity one if and only if v
prefers a most. Each a ∈ A yields an arc (a,y) with capacity s .

One can check that there is a (maximum) flow with value

score(C,V ) (A) − ℓ
A
DV
+ ℓA

AV

and (minimum) cost of at most

⌊
n′
2

⌋
− score(d ) if and only if we can

find exactly score(C,V ) (A) − ℓ
A
DV

(remaining) voters inV approving

some a ∈ A and exactly ℓA
AV

voters added fromW approving some

a ∈ A such that each a ∈ A has at most s approvals, and a weak

majority of voters prefers c to d in the final election. □

The exact versions of the destructive multimode control for

Plurality with Runoff and Veto with Runoff are polynomial-time

solvable too. We omit the proofs.

Theorem 6.2. PRun-EDCAV+DV and VRun-EDCAV+DV are in P.

Given the above results, we obtain the following corollary.

Corollary 6.3. PRun-Y and VRun-Y are in P for all
Y ∈ {CCAV,CCDV,CCRV,DCAV,DCDV,DCRV}.

Concerning candidate control, we have the following result.

Theorem 6.4. PRun-CCAC, VRun-CCAC, PRun-DCAC, and VRun-
DCAC are NP-complete.

Proof. We prove the theorem by reductions from the RX3C

problem. Due to space constraints, we give proofs only for VRun-

CCAC and PRun-CCAC. We first consider Veto with runoff.

VRun-CCAC. For a given RX3C instance (U ,S) where |U | =
|S| = 3κ, we create the following instance. For each u ∈ U , we

create a registered candidate denoted still by u for simplicity. In

addition, we create two registered candidates c and q with c being
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CCAV CCDV CCRV CCAC CCDC CCRC DCAV DCDV DCRV DCAC DCDC DCRC

Copeland
α

NPC NPC NPC NPC NPC NPC NPC NPC NPC NPC NPC NPC

Maximin NPC NPC NPC NPC P NPC NPC NPC NPC P P P
Plurality P P P NPC NPC NPC P P P NPC NPC NPC

2-Approval P P ? NPC NPC NPC P P P NPC NPC NPC

3-Approval P NPC NPC NPC NPC NPC P P P NPC NPC NPC

≥ 4-Approval NPC NPC NPC NPC NPC NPC P P P NPC NPC NPC

Veto P P P NPC NPC NPC P P P NPC NPC NPC

2-Veto P P P NPC NPC NPC P P P NPC NPC NPC

≥ 3-Veto NPC NPC NPC NPC NPC NPC P P P NPC NPC NPC

PRun P P P NPC NPC NPC P P P NPC NPC NPC
VRun P P P NPC NPC NPC P P P NPC NPC NPC

Table 1: Our results are in boldface. Other results are from [7, 14, 15, 23, 26]. The complexity of CCRV for 2-Approval is open.

the distinguished candidate. Hence, the set of registered candidates

isC = U ∪ {c,q}. The unregistered candidates are created according
to S, one for each S ∈ S denoted by the same symbol for simplicity.

We create a multiset V of votes as follows.

• We create a vote of the form S ≻ U ≻ c ≻ q.
• For each u ∈ U , we crate 6κ − 3 votes of the form
c ≻ q ≻ S ≻ U \ {u} ≻ u.
• For each S ∈ S, we create 6κ + 5 votes as follows (number

of votes: preferences):

3κ + 1: q ≻ U ≻ c ≻ S \ {S } ≻ S .
3κ + 1: c ≻ U ≻ q ≻ S \ {S } ≻ S .

3: q ≻ U ≻ S \ {S } ≻ c ≻ S .

• For each S = {ux ,uy ,uz } ∈ S, we further create six votes as
follows (number of votes: preferences).

2: c ≻ q ≻ U \ {ux } ≻ S \ {S } ≻ ux ≻ S .
2: c ≻ q ≻ U \ {uy } ≻ S \ {S } ≻ uy ≻ S .
2: c ≻ q ≻ U \ {uz } ≻ S \ {S } ≻ uz ≻ S .

We are allowed to add at most κ candidates, i.e., ℓ = κ. Note
that in the election restricted to the registered candidates, c has
3κ · (3κ + 1) + 9κ vetoes, q has 3κ · (3κ + 1) + 1 vetoes, and every

u ∈ U has 6κ + 3 vetoes. Hence, c is not a Veto with Runoff winner

of the election. It remains to prove the correctness of the reduction.

(⇐) Assume that there is an exact 3-set cover S′ ⊆ S ofU . After

adding the candidates in S′, candidate q has 1 veto, every S ∈ S′

has at least 6κ + 11 vetoes, every u ∈ U has 6κ + 3 − 2 = 6κ + 1

vetoes, and c has 6κ vetoes. Hence, q and c move into the runoff

stage. As more voters prefer c over q, c becomes a final winner.

(⇒) Suppose that we can add a subset S′ ⊆ S of at most κ un-

registered candidates to makes c a winner under Veto with Runoff.

Observe first that S′ must contain exactly κ candidates, since other-

wise c would have at least 6κ+3 vetoes, while at least one candidate
in U would have at most 6κ + 3 − 2 = 6κ + 1 vetoes. Hence, this
candidate in U and q would be the two candidates going to the

runoff stage. Then, from |S′ | = κ, it follows that c has 6κ vetoes

after adding candidates in S′. If S′ is not an exact 3-set cover, there

must be a candidate u ∈ U occurring in at least two subsets of S′.

Then, the candidate u has at most 6κ + 3 − 4 = 6κ − 1 vetoes, lead-
ing to q and u the two competing in the runoff stage. So, we can

conclude that S′ is an exact 3-set cover.

PRun-CCAC. For each u ∈ U , we create a registered candidate

denoted by the same symbol. In addition, we create two registered

candidates q and c with c being the designated candidate. Moreover,

for each S ∈ S, we create an unregistered candidate denoted by

the same symbol. Regarding the votes, we create 15 + 24κ votes in

total. First, we create 8 votes with q in the first position. Second,

we create 7 votes with c in the first position. Third, for each u ∈ U ,

we crate 2 votes with u in the first position. The preferences over

other candidates except the top-ranked one in the above 15 + 6κ
votes can be set arbitrarily. Finally, for each S ∈ S and each u ∈ S ,
we create 2 votes of the form S ≻ u ≻ U \ {u} ≻ c ≻ q ≻ S \ {S }.
We complete the construction by setting ℓ = κ, i.e., we are allowed
to add at most κ candidates. This completes the construction. It

remains to prove the correctness of the reduction.

If there is an exact 3-set cover S′ ∈ S, we claim that S′ is a

solution of the CCAC instance constructed above. Clearly, after

adding candidates in S′, q has 8 approvals, c has 7 approvals, every
S ∈ S′ has 6 approval, and every u ∈ U has 8 − 2 = 6 approvals.

Then, according to the definition of Plurality with Runoff, q and c
go into the runoff stage. Clearly, a majority of voters prefer c to q,
and hence c becomes the unique winner after adding all candidates

in S′. Consider the opposite direction. Observe that to ensure c to
survive the first stage, at least κ candidates must be added, since

otherwise there is at least one candidate u ∈ U which receives at

least 8 approvals, resulting in q and this candidate to go into the

runoff stage. Let S′ be a solution. As discussed |S′ | = κ. If S′ is
not an exact 3-set cover, again there is a candidate u ∈ U such

that u is not in any subset of S′. According to the construction

of the instance, the candidate u receives at least 8 approvals after

adding candidates in S′, and hence survives the first stage with q.
Therefore, S′ must be an exact 3-set cover of U . □

Now we study the complexity of control by deleting candidates

for Plurality with Runoff and Veto with runoff.

Theorem 6.5. PRun-CCDC,VRun-CCDC, PRun-DCDC, andVRun-
DCDC are NP-complete.

Proof. Due to space constraints, we only prove PRun-CCDC.

For a given RX3C instance (U ,S) such that |U | = |S| = 3κ, we
create the following instance. Without loss of generality, assume

that κ ≥ 4. Let U = {u1,u2, . . . ,u3κ }. Let C = {c,q} ∪ U ∪ S be
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the set of candidates and c the designated candidate. We create a

multiset V of 9κ2 + 21κ + 1 votes as follows.

• We crate 2κ votes of the form

q ≻ u1 ≻ u2 ≻ · · · ≻ u3κ ≻ S ≻ c .

• We create κ + 1 votes of the form

q ≻ u3κ ≻ u3κ−1 ≻ · · · ≻ u1 ≻ S ≻ c .

• For each u ∈ U , we create 3κ − 3 votes of the form

u ≻ U \ {u} ≻ S ≻ c ≻ q.

• For each S ∈ S, we create three votes of the form

S ≻ c ≻ C \ (S ∪ {c,q}) ≻ q.

• For each S = {ux ,uy ,uz } ∈ S, we further create six votes as
follows (number of votes: preferences):

2: S ≻ ux ≻ C \ {c,q,ux } ≻ c ≻ q.
2: S ≻ uy ≻ C \ {c,q,uy } ≻ c ≻ q.
2: S ≻ uz ≻ C \ {c,q,uz } ≻ c ≻ q.

Furthermore, let ℓDC = κ. It remains to prove the correctness.

(⇐) Assume there is an exact 3-set cover S′ ⊆ S. After deleting

the candidates in S′, q has 2κ + κ + 1 = 3κ + 1 approvals, c has 3κ
approvals, every remaining S ∈ S \ S′ has 9 approvals, and every

u ∈ U has 3κ − 3 + 2 = 3κ − 1 approvals. Hence, q and c go to the

runoff stage, leading to c to be the final winner.

(⇒) Assume that it is possible to make c a Plurality with Runoff

winner of the election by deleting a set C ′ ⊆ C \ {c} of at most κ
candidates. Note that q < C ′, since otherwise there would be two

candidates inU receiving at least 3κ − 3+ 2κ = 5κ − 3 and 3κ − 3+
κ + 1 = 4κ − 2 approvals, preventing c from winning. Therefore, q
has at least 3κ + 1 approvals in the final election. Furthermore,

none of the candidates in U can be deleted, i.e., U ∩ C ′ = ∅. In
fact, if we delete some candidate u ∈ U , then the candidate ranked

immediately after u in the 3κ − 3 votes created for u would receive

at least (3κ − 3) + (3κ − 3) = 6κ − 6 approvals, preventing c from
winning. This means that the deletion of one candidate inU invites

the deletion of all candidates in U , to make c the winner. However,
we are allowed to delete at most κ candidates. In summary, we have

C ′ ⊆ S. After deleting the candidates in C ′, c has 3|C ′ | approvals.
Note that |C ′ | = κ must hold, since otherwise at least one candidate

inU would receive more approvals than candidate c , after deleting
all candidates in C ′; hence, this candidate and q would be the two

candidates going to the runoff stage. Therefore, we know that c
receives 3κ approvals after deleting all candidates inC ′. IfC ′ is not
an exact 3-set cover, then there must be a candidate u ∈ U who

occurs in at least two subsets of C ′. Due to the construction, the

candidate u receives at least 3κ − 3 + 2 + 2 = 3κ + 1 approvals,

implying that q and u are the two candidates surviving the first

stage, contradicting that c is the final winner after deleting all

candidates in C ′. Thus, C ′ must be an exact 3-set cover. □

Note that the hardness results in the above two theorems hold

regardless of the tie-breaking rule used.

Finally, we study the complexity of control by replacing can-

didates for Plurality with Runoff and Veto with runoff. Observe

that Plurality with runoff is unanimous. Then, the NP-hardness

of PRun-CCAC studied in Theorem 6.4 and Lemma 4.1 directly

yield the NP-hardness of PRun-CCRC. In addition, Plurality with

runoff satisfies IBC when ties are broken deterministically. Hence,

from the NP-hardness of PRun-DCDC studied in Theorem 6.5 and

Lemma 3.1, it follows that PRun-DCRC is NP-hard when ties are

broken deterministically. We can extend this NP-hardness result to

all tie-breaking rules by deriving a reduction where no tie occurs

in the constructed instance of PRun-DCRC. However, it is easy to

check that Veto with runoff is not unanimous and does not satisfy

IBC too. Hence, we can not obtain the NP-hardness for VRun-CCRC

and VRun-DCRC using Lemmas 3.1 and 4.1. Nevertheless, we can

show the NP-hardness of these problems by modifications of the

proofs for VRun-CCAC and VRun-CCDC studied in Theorems 6.4

and 6.5. In summary, we have the following results.

Theorem 6.6. PRun-CCRC,VRun-CCRC, PRun-DCRC, andVRun-
DCRC are NP-complete.

Similar to Theorems 6.4 and 6.5, in our NP-hardness reductions

for the problems in Theorem 6.6 no tie occurs in both stages.

7 CONCLUSION
We have investigated the computational complexity of control for

Copeland
α
, Maximin, k-Veto, Plurality with Runoff, and Veto with

Runoff, closing the gaps in the literature. We refer to Table 1 for a

summary of the complexity of different control problems for these

voting correspondences and our concrete contributions. Our proofs

are based on the non-unique winner model but can be modified

for the unique-winner model of the control problems. Notice that

the complexity of CCRV for 2-Approval remained as the only open

problem in Table 1. The polynomial-time algorithm for 2-Veto-

CCRV in Theorem 5.1 can not be trivially extended to 2-Approval. In

2-Veto, any optimal solution only replaces voters in V that vetoing

the distinguished candidate. However, this is not the case in 2-

Approval. In a worst case, we need to replace votes inV that do not

approve c with some votes inW that also do not approve c . It is not
clear how to reduce such a worst-case instance to a b-EC instance.

We would like to point out that the complexity of partitioning

either the set of candidates or the set of voters is still open for

Plurality with Runoff and Veto with Runoff. In addition, it is also

interesting to study the parameterized complexity of control prob-

lems for Plurality with Runoff and Veto with Runoff. Third, it is

important to point out that our NP-completeness results are purely

worst-case analysis and whether they are difficult to solve in prac-

tice needs to be further investigated. Finally, our polynomial-time

algorithm in Theorem 6.1 relies on that ties are broken in favor of

the chair. It is interesting to see if the result still holds for other

tie-breaking rules. It has been observed that tie-breaking rules may

affect the complexity of strategic voting problems [3, 30, 36].
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