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ABSTRACT
Algorithms and machine learning models, including the decisions
made by these models, are becoming ubiquitous in our daily life,
including hiring. We make no value judgment regarding this devel-
opment; rather, we simply acknowledge that it is quickly becoming
reality that automation plays a role in hiring. Increasingly, these
technologies are used in all of the small decisions that make up
the modern hiring pipeline: from which resumes get selected for
a first screen to who gets an on site interview. Thus, these algo-
rithms and models may potentially amplify bias and (un)fairness
issues for many historically marginalized groups. While there is a
rapidly expanding literature on algorithmic decision making and
fairness, there has been limited work on fairness specifically for
online, multi-stakeholder decision making processes such as those
found in hiring. We outline broad challenges including formulat-
ing definitions for fair treatment and fair outcomes in hiring, and
incorporating these definitions into the algorithms and processes
that constitute the modern hiring pipeline. We see the AAMAS
community as uniquely positioned to address these challenges.
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1 INTRODUCTION
“Hiring is rarely a single decision point, but rather a cumulative
series of small decisions.” So begins a recent report on automated hir-
ing processes released by the non-profit group UpTurn [14], before
recommending that digital sourcing firms begin explicitly address-
ing concerns of fairness and bias at every step of the hiring process.
Indeed, at various decision points in the hiring process, algorithms
already determine who sees which job advertisements; estimate the
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expected performance of an applicant; select which applicants to
screen more heavily and with whom to match them; and forecast
salary and other benefits necessary to ensure a successful offer.
Thus, issues of bias or fairness at one stage of this procedure may
lead to unexpected or amplified issues at a later stage of the process.

In addition to the difficulty of these decisions on their own, there
are a number of regulatory and legal requirements that must be
met at each stage of the hiring process. As a recent Facebook set-
tlement showed, the tools, platforms, and techniques developed to
streamline hiring can be subtly—or blatantly—illegal [24]. These
requirements are complicated by the presence of multiple stake-
holders: governmental regulators, hiring managers, employees, line
managers, and myriad others involved in hiring and employment.

While one can argue that wemay not need algorithmic hiring, the
fact is that platforms and websites such as LinkedIn, ZipRecruiter,
and Indeed are making these tools available to businesses of any
size, and that large businesses are experimenting or have experi-
mented with automated hiring techniques [25]. Thus, algorithmic
processes are being deployed in the real-world, and it is incumbent
on computer science researchers to ensure that the algorithms we
create are aware of both fairness and legal compliance for these pro-
cesses. There is already ample evidence from the areas of lending
and pre-trial detention (bail) and policing that the algorithms that
are deployed can have significant, and sometimes harmful, impacts
on individuals lives [21]. There is a need for novel techniques from
data science, artificial intelligence, and machine learning to ensure
our algorithms act within the constraints set forth by business
process, laws, social norms, and ethical guidelines [41].

One shortcoming of current research into algorithmic fairness
is its focus on a single decision point [21]. As depicted in Figure 1,
modern hiring is rarely a single step process [14]. It is the culmi-
nation of a series of steps, much like pre-trial detention and other
decisions of consequence, and we currently lack the algorithmic
tools and techniques to adequately address this challenge. Tech-
niques developed to address these challenges can also be applied
to many settings where we have a “prioritization funnel” setting,
such as customer acquisition or government sourcing.

We argue for concentrated research around the thesis that:

Data-driven approaches to measuring and promoting
fairness and explainability to each of the concerned
stakeholders at a single stage of the hiring process can
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be extended—in a principled way—to the full, multi-
stage hiring process.

It is important to note that the application of research in this area
will not just be in the hiring scenario. The techniques developed
here, along with a number of results in peer evaluation [5] and
other areas of social choice, including matching [15], will enable
the creation of algorithmic tools that are both fair and efficient.
These tools can and should be deployed in any situation where
we are attempting to select a set of candidates (or items, or in-
terventions) from a large pool or allocate other scarce resources,
subject to various constraints over the selection and reviewing pro-
cess [41]. These technologies could be applied to internal product
ideation and review [53], academic proposal reviewing [27], adver-
tisement/campaign selection [34], or indeed any setting where we
need to collect recommendations over a large set from experts.

We detail the limits of current research into fairness and its
shortcomings with respect to the challenge of algorithmic hiring.
We detail both past and current work at AAMAS that demonstrates
the communities potential impact in the area. Finally, we close with
additional ideas we see as research directions for the community.

2 FAIRNESS IN ONLINE, MULTI-STAGE
DECISION-MAKING ALGORITHMS

Within computer science, economics, and operations research cir-
cles many of the problems that are encountered in hiring are typi-
cally modeled in themulti-armed bandit (MAB) setting [48]. Indeed,
bandit-based algorithms have received significant attention in the
literature for their use in content recommendation [33], advertising,
and hiring [13, 43]. Additionally, bandit algorithm development,
and reinforcement learning in general, is a core topic at AAMAS
with multiple sessions every year.

In the basic MAB setting, there are n arms, each associated with
a fixed but unknown reward probability distribution [4, 32]. At
each time step t ∈ [T ], an agent pulls an arm and receives a reward
that is independent of any previous action and follows the selected
arm’s probability distribution independent of the previous actions.
The goal of the agent is to maximize the collected reward over all
timesteps. A generalization of MAB is the contextual multi-armed
bandit (CMAB) problem where the agent observes a d-dimensional
context, to use along with the observed distribution of rewards
of the arms played, in order to choose a new arm. In the CMAB
problem, the agent learns the relationship between contexts and
rewards and select the best arm [3].

Examples of practical applications of MAB algorithms include
algorithms for selecting what advertisements to display to users
on a webpage [35], systems for dynamic pricing [36], and content
recommendation services [33]. Indeed, such ML-based decision-
making systems continue to expand in scope, making ever more
important decisions in our lives such as setting bail [21], making
hiring decisions [13, 43], and policing [42]. Thus, the study of the
properties of these algorithms is of paramount importance [19].

Yet, the use of MAB-based systems often results in behavior that
is societally repugnant. Sweeney [49] noted that queries for public
records on Google resulted in different associated contextual ad-
vertisements based on whether the query target had a traditionally

African American or Caucasian name; in the former case, advertise-
ments were more likely to contain text relating to criminal incidents.
Similar instances continue to be observed, both in the bandit setting
and in the more general machine learning world [38]. In lockstep,
the academic community has begun developing approaches to tack-
ling issues of (un)fairness in a variety of settings.

Recently, a Computing Community Consortium whitepaper on
fairness research specifically identified that most studies of fairness
are focused on classification problems [19]. These works define a
statistical notion of fairness, typically a Rawlsian notion of equal
treatment of equals [40], and seek to constrain algorithms to abide
by these constraints. Two fundamental issues identified by Choulde-
chova and Roth [19] that we believe are unaddressed by the current
literature, and that we call on the AAMAS community to address,
are extensions to notions of group fairness and looking at fairness in
online, dynamic systems, e.g., the contextual bandit setting. We envi-
sion the research community addressing these gaps by formalizing
and providing algorithms for definitions of fairness and bias.

The recent restructuring of the AAMAS into themes makes the
areas that can contribute to these topics of fairness to groups of
agents and online problems all the more clear. We see the following
areas specifically as both sources of ideas and nexuses for collabo-
ration around fairness in sequential decision making.

Area 7 – Markets / Game Theory. Mechanism and market de-
signers are both interested in fairness towards the agents
that participate. We see the game theory community within
AAMAS as being particularly helpful when it comes to ana-
lyzing the incentives at play among classes of stakeholders
in the hiring process, e.g., competing firms, or a single firm
and a single candidate, or hiring managers within a firm.

Area 6 – Learning and Adaptation. Multi-armed bandits and
other forms of reinforcement and online learning have been
core to AAMAS since its inception [48]. Indeed, there have
been numerous MAB papers at AAMAS recently that also
deal with humans/crowdsourcing [39], fairness and diversity
[43], and/or incorporating biased human feedback [50], to
name just a few. Hence, we feel that the AAMAS community
is able to help with this core topic.

Area 1 – Coordination, Organizations, and Norms. Many of
the algorithmic hiring systems are both learning from and
interacting with multiple stakeholders including hiring man-
agers, line managers, and employees, in real time. The sys-
tems are making decisions in environments with multiple
competing interests. Much like Area 7, researchers in these
areas will be key in advancing this overall agenda. Further-
more, we believe research into multi-stage fairness could
more closely tie together Areas 1, 6, and 7.

3 FAIRNESS IN THE HIRING PROCESS
The pipeline of a typical algorithmic hiring process is depicted in
Figure 1. In this process, a set of applications is screened by either
humans, algorithms, or a combination of both. After this initial
screening and selection, applications are scored/ranked and many
are discarded. After this an iterative process of allocating resources,
e.g., requests for additional documentation; online or in-person
interviews; and group discussion are committed to refine the initial
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Figure 1: A sample current tiered hiring process (in black) and interventions proposed by this blue sky submission (in red).

ranking. After this, offers and/or rejections are sent to one or more
candidates from the pool and the candidate provides a response.

We are proposing a focused research plan into a data-driven
decision support process that draws inferences in part based on
observed and estimated features of humans—and such tools are
increasingly known to result in unexpected or adverse impact on di-
mensions such as fairness and bias [38]. We acknowledge that both
our and others’ initial work in this space, as well as our proposed
extension to the more realistic multi-stage selection setting, may
exacerbate issues of fairness. Thus, we also propose to incorporate
recent definitions of fairness from the machine learning commu-
nity into our tiered model. Such definitions do not fully capture
the needs or wants of practitioners [28]; yet, we believe developing
systems that are amenable to general definitions of fairness will be
useful, because those definitions are evolving, and will continue to
evolve, over time. In our exploratory work, we adopt a subset of
the standard notions of fairness, and we perform analysis on real
admissions data [43, 44]; still, much work remains to align systems
to be fielded with the aggregate preferences of stakeholders.

It is important to ensure that the entire pipeline is capable of
recognizing fair treatment and/or fair outcome (and possibly others)
in the multi-armed bandit setting [30]. When modeling the hiring
process as a MAB problem we have a set of arms a ∈ A, such
that each applicant is an arm a, and where A is partitioned into L
groups A = P1 ∪ P2 ∪ · · · ∪ PL , but now corresponding to specific
sensitive attribute groups. These attributes could represent self-
reported gender, race, and country of origin. We have begun work
in this direction, with preliminary results appearing at a NeurIPS-19
workshop [45]. We re-emphasize that, throughout, our models will
be built to accept a host of fairness and parity measures; still, it is
important to provide concrete plans for specific definitions of each.

We note that notions of “fairness,” “bias,” and “explainability”
are (i) definable in many ways [21] and (ii) necessarily different
based on application areas, societal norms, and policy-maker pref-
erences. However, in hiring, credit, and housing there are a number
of federally protected features that one must not use in the deci-
sion making process and also must not use for explanation. Simply
removing these features from consideration by our algorithms is
not enough, and we must actively ensure the fairness criteria is
enforced across these features [17]. Thus, we endeavor to remain
somewhat definition-agnostic in our modeling work, and then ex-
plicitly instantiate a definition when needed (e.g., we plan to use
the well-known equality of opportunity [26] definition of fairness

in our earliest experiments). However, our proposed approaches
should generalize to a whole host of fairness or parity measures,
so long as the measure of bias/fairness can be written as a linear
constraint on conditional moments of predicted distributions over
predictions, ground truth, and protected attributes [2].

A closely related area to our work is the research into fairness
in rankings [46], multi-stakeholder recommender systems [1], and
item allocation [9, 10]. When algorithms return rankings for an
individual to select from one must pay attention to the ordering and
the positioning of various groups [46]. One can see this as an appli-
cation of the group fairness concept to the slates that are chosen for
display. A particular aspect of recommendation systems that one
needs to keep in mind is that often there are different stakeholders:
the person receiving the recommendation, the company giving
the recommendation, and the businesses that are the subjects of
recommendation [1]. Finally, when goods are allocated, such as
housing or subsidies one may need to observe both individual and
group fairness [10]. Indeed, group fairness is specifically important
in, e.g., Singapore, which has specifically enforced notions of group
fairness when allocating public housing [9].

4 A FIRST STEP: AN INITIAL FRAMEWORK
TO MODEL “FAIR” TIERED HIRING

We propose a multidimensional approach to tackling issues in the
efficient and fair gathering and aggregation of information by hiring
managers, which jointly compose part of a decision support system
for potential job offer decisions. We propose to use the concept of
structured interviews [16, 51], used widely in industry as well as in
some academic programs (e.g., Fisk-Vanderbilt [47]); then, drawing
on prior work [44], we will cast tiered hiring as a combinatorial
pure exploration (CPE) problem in the stochastic multi-armed ban-
dit setting [18]. The goal is to select a cohort of applicants after
narrowing the pool after successive stages or tiers. Each tier or
interviewing stage has an associated strength of arm pull, similar
to (indeed, generalizing the concept of) the weak and strong arm
pulls introduced in prior work [43]. The strength determines the
confidence of the signal generated by the reviewer/interview as
well as the cost of performing an arm pull; allowing us to generalize
to more than two types of arm pulls, increasing usefulness.

Specifically extending this idea to amulti-tiered setting, e.g.,
in the graduate admissions case, the process could include an ini-
tial screening for minimum qualifications such as GPA, then an
application review, followed by a Skype interview, and finally
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an in-person interview. Figure 1 gives an example tiered hiring
process, and shows (in red text) where our proposed interven-
tions fit into the present hiring system. In the tiered setting each
stage creates a short list and the applicant pool is narrowed. In
other words, during each stage Ki arms (i.e., applicants) move
on to the next stage (i.e., we remove Ki−1 − Ki arms), where
n = K0 > K1 > · · · > Km−1 > Km = K). Therefore, each stage i
could be considered a cohort selection problem whereKi applicants
need to be selected in order to maximize some objective function.
Others have proven results under a linear objective, as is standard
in the Top-K MAB literature [44]; general results would be useful.

The presently-developed methods allow for the promotion of
diversity in the final cohort of applicants (e.g., graduate students).
Dovetailing with this, the fairness of the review process is also
important. In the MAB setting, we propose that the AAMAS com-
munity build on work in incorporating constraints into the MAB
framework [7] and extend this work with methods from the fair-
ness in machine learning literature [8, 20] such as those developed
within the silos of fairness of treatment and fairness of outcome.
Of particular value would be merging these criteria into the single-
level and multi-tiered settings, exploring theoretical metrics such
as the impact on overall economic efficiency due to the use of a
“fair” objective, and experimental validation on sensitive attributes
such as self-reported gender, race, and country of origin that are
available in our real data sets.

5 BLUE SKY RESEARCH CHALLENGES
As noted earlier, we are not making a value judgment regarding
the use of automated systems in hiring; rather, we note that this
is, increasingly, reality. We are also not making value judgments
regarding particular definitions of fairness and/or bias in machine
learning. Our goal here is to develop general and principled systems
for tiered hiring that can incorporate many definitions of fairness.

We are working on extending our current research to incorporate
different notions of fairness that could be deployed on a number of
already-fielded MAB-based systems [45]. We plan to extend these
definitions to a tiered model [44] and investigate theoretically the
“price of fairness” [11] in these systems. This initial work may close
the gap on a single point (the hiring), but there is still much work
to be done. Some of our initial research has addressed questions of
transparency, constraints, and fairness when working with multi-
armed bandit algorithms [6, 7, 30, 43, 45]. Yet, these are small steps
taken toward a larger research goal. We see the following issues as
still omnipresent concerns, ripe for work by researchers from the
AAMAS community.

(1) How should we allocate effort—e.g., budget, interview slots—
along the hiring pipeline? While we have begun to address
this gap there are still challenges that remain. Included in
these challenges is maintaining notions of diversity at every
stage of the pipeline, and not just at discrete points.

(2) How can we explain the decisions made by the complete
algorithmic process in a transparent and compliant way?
With (inter-)national regulation like the newly-established
GDPR [52] and the right to object and right to rectification,
we need to build pipelines for decisions that are not only fair
but capable of being audited.

(3) How can we incorporate fairness into other automated
screening tools that we are beginning to see? For instance,
chatbots are starting to be used to gather pre-interview data
with clients and the need to address concerns around usabil-
ity and access are almost completely untouched.

(4) How do we choose the features to select when building
models for hiring? Which features are predictive, which are
not, and which are protected? While the UpTurn study [13]
states that employers should disclose all relevant features,
the selection of these features is a ethically-laden decision.
While there has been recent work in this area [37] further
exploration is necessary.

(5) There has been extensive recent work in budget-limited
and other constrained bandit models including limiting
rounds [54], policy thresholds [55], and unknown, budget
constrained cost distributions [23]. Exploring models with
resource and budget constraints necessary for the hiring
process is an important direction.

(6) So far, we have assumed individuals have fixed group mem-
bership and that these group memberships do not overlap.
Generalizing fairness definitions to work for intersectional
fairness and settingswherememberships in protected groups
may change at every timestep t would fit more real world
applications. One step forward might leverage results from
work on bandits with non-stationary rewards [12]. Addi-
tionally, other group fairness definitions such as Equalized
Opportunity should be converted to the MAB setting [26].

(7) Algorithmic transparency to the end user is important, as dis-
cussed, but equally important is maintaining human involve-
ment in the training, validation, and deployment process.
We conjecture (and sincerely hope!) that no hiring process
will become entirely automated—so we must ensure that
the algorithms and systems we build are capable of working
with, potentially biased, human input at every stage.

(8) In our previous work [43, 44] we explored an objective that
balances both individual utility and the diversity of the set
of arms returned. Research has shown that a more diverse
workforce produces better products and increases productiv-
ity [22, 29]. Thus, such an objective is of interest to our appli-
cation of hiring workers. Note that diversity, while related, is
distinct from fairness. Trying to balance both diversity and
fairness should be looked at more deeply since both diversity
and fairness are important in the hiring process.

(9) We need a new definition of fair outcomes for the MAB set-
ting. Typically, equality of opportunity fairness is used in
classification tasks. We can formulate a strict definition of
equal opportunity for bandits, but a hard constraint may be
too strict a definition, or may not align with the expressed
preferences of stakeholders. Instead, it may be necessary
to define notions of fairness that straddle the line between
individual and (sub-)community [31]. And, indeed, it may
be necessary to balance notions of fairness and economic
efficiency across both sides of the market, so as to promote
truthful participation of both firms and workers in this ubiq-
uitous and increasingly automated process.
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