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ABSTRACT
In many practical domains, applying machine learning is challeng-
ing not due to the lack of available data, but because labeled samples
are in short supply. A common approach for obtaining additional
labeled samples is co-training, a semi-supervised learning setting
where two learners (agents), trained on different perspectives of the
data, iteratively label additional samples. The rationale of this ap-
proach is that the different learner perspectives will produce a more
diverse labeled set, resulting in more effective classifiers. While co-
training proved effective in multiple cases, the labeling mechanisms
used by existing approaches are heuristic and error-prone. We pro-
pose CoMet, a meta learning-based co-training algorithm. CoMet
utilizes meta-models trained on previously-analyzed datasets to
select the samples to be labeled for the current dataset. Our exper-
iments, conducted on 35 datasets, show that CoMet significantly
outperforms the standard co-training approach.
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1 INTRODUCTION
Labeled data is often difficult to obtain. This difficulty can stem
from the labeling process being expensive, long, or requiring the
involvement of a human expert. In such cases, it is common to lever-
age semi-supervised machine learning solutions. Semi-supervised
learning can extract meaningful insights from unlabeled data and
then leverage these insights to supervised learning problems.

A prominent semi-supervised learning approach designed to
increase the number of labeled samples is co-training, originally
proposed by Blum and Mitchell [1]. This approach consists of train-
ing two agents (i.e., learning algorithms) on different views of the
available labeled data. Each agent then selects a small set of un-
labeled samples of whose classification it has a high degree of
certainty, and adds them to the labeled set. The intuition behind
this approach is that by creating two different “perspectives” of the
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Figure 1: The meta-features extraction points during the co-
training process. The co-training layer represents the orig-
inal co-training algorithm. The meta-features extraction
layer collects data regarding the dataset, the classifiers, the
batches and their instances.

data, each agent will select samples the other agent would not, thus
increasing the diversity of the labeled training set and preventing
over-fitting. The basic assumption for applying co-training meth-
ods is the sufficient and redundant views assumption [1], however
recent studies [4, 10] demonstrated that co-training can be effective
even when the conditions are not met.

All existing co-training algorithms generally apply the same
heuristic approach for sample labeling: each agent selects a small
number of samples in which it has the highest confidence and adds
them to the labeled set. This approach has several drawbacks: (a)
the samples are selected individually, without any consideration of
the characteristics of the overall batch of samples; (b) there is no
attempt to determine whether the performance of the two agents
is correlated, a fact that should theoretically impact their labeling
strategy, and; (c) the characteristics of the analyzed dataset (e.g.,
size, values distribution) are in no way taken into account.

Co-training style methods can be applied on NLP tasks [2, 5],
image classification [6, 7] and tabular data classification [9, 10].
We trained and tested CoMet on tabular data for binary classifica-
tion, based on 35 different datasets from the OpenML repository
(www.openml.org). Our contributions are as follows:

• We propose a co-training algorithm that applies meta learn-
ing instead of simplistic heuristics. Additionally, we propose
a batch-selection approach that is better than the single-
sample selection used today.
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• Extensive evaluation demonstrates that our approach signif-
icantly outperforms the standard co-training algorithm.

2 THE PROPOSED METHOD
In this study, we propose CoMet, a meta learning-based approach
for co-training. Our approach models the analyzed dataset (both
labeled and unlabeled datasets) and the performance of each agent
and trains a learning model select the samples that will be added to
the labeled set of samples. In addition to being able to dynamically
adapt its sample-selection policy to the analyzed dataset, CoMet
also aims to optimize its batch selection, i.e. make sure that the set
of selected samples complement each other and the performance of
the co-training algorithm. Additionally, this study is the first (to the
best of our knowledge) to leverage information from previously-
analyzed datasets in order to select the added samples in the co-
training process. Our proposed framework is presented in Figure
1. Our overarching goal is to create a co-training algorithm that
(a) aims to select useful batches of samples rather than unrelated
individual samples, and; (b) leverages meta-learning methods to
make the batch-selection process dynamic and adaptable. To this
end we employ three stages:
1. Meta-model creation (the “offline” phase): We run multiple co-
training experiments on a large set of datasets in order to ascertain
what makes a batch effective. The chosen datasets have large vari-
ance in their characteristics–number of samples, number of features,
feature type composition, etc.—designed to make the resultingmeta-
model as robust and generic as possible. For each batch/dataset
combination, we extract multiple meta-features and paired them
with the batch’s contribution to the performance on the dataset’s
test set. These meta-features are then used to train our meta-model.
The goal of this phase is to generate a set of meta-features that
will enable our meta-model to rank the candidate batches based on
their effectiveness. To achieve this goal, we generate four types of
meta-features: (a) dataset-based meta-features; (b) confidence-score
distribution meta-features; (c) batch-based meta-features; and (d)
instances-based meta-features. The extracted meta-features describe
the dataset characteristic, the classifiers’ confidence score distri-
bution, features correlation and diversity, comparison to previous
iterations and provide a “sneak peek” into the future to gauge the ef-
fect that the candidate batch will have on the classifiers’ behaviour,
using a temporal-difference (TD) [3, 8] style meta-features.
2. Candidate batches generation: For every iteration of the co-
training process, we generate a large and diverse set of candidate
batches, from a fixed percentage of the top-ranked samples. We
generate

(4
2
)4

= 1296 batches for each co-training iteration. We
reach this given that our datasets have two classes (i.e., binary
datasets), four subsets of samples (i.e., class-partition combinations),
and we chose to perform this process four times.
3. Candidate batch ranking and selection (the “online” phase):
Out of all generated batches, we need to select the batch with the
highest improvement potential (i.e., increase the AUC score of the
test set). For each candidate batch, we extract the meta-features that
enable our pre-trained meta-models (stage 1) rank all candidates
and select the best batch. Then we add its samples to the labeled
set. The updated labeled set will form the ground truth for the next
co-training iteration.

3 EXPERIMENTS
The goal of our evaluation is to determine whether our batch and
meta learning-based approach outperforms the standard co-training
algorithm. Our evaluation includes the overall performance – the
final classification performance of the respective algorithms. We
used the following setting throughout the evaluation:

• The labeled set size was set to 100 samples, all sampled
randomly from the training set. The remainder of the training
set was used as the unlabeled set.

• We used the random forest algorithm and sorted its classifi-
cation confidence score to rank the batches. The algorithm
used by our two classifiers 𝐻1, 𝐻2 was logistic regression.

• Both CoMet and the standard co-training algorithm selected
eight samples at each iteration – four samples by each clas-
sifier (in accordance with [1]).

• For each instance of the dataset used to train the meta-model,
a batch was labeled as ‘positive’ if it improved the AUC
metric by a value of at least 0.005 and ‘negative’ otherwise.

• We used a leave-one-out (LOO) approach for the training of
the meta-model: for each evaluated dataset 𝑑𝑖 , we trained
the meta-model using meta-features from all batches.

• For every dataset we ran 10 co-training experiments of 20
iterations each. The initial seed of labeled samples was ran-
domly chosen for each experiment, and both CoMet and the
standard co-training algorithm used the same seeds.

• We used the error reduction as the evaluation metric.
For each dataset, we compare the error rate achieved by the

standard co-training algorithm to that achieved by our approach.
CoMet significantly outperforms the baseline algorithm, achieving
an average error reduction rate of 5.2%. Table 1 presents the error
reduction comparison between CoMet and the original co-training
method, split based on the datasets for which CoMet did and did
not show an improvement in performance. The significance of our
results was verified using a paired sample T-test, with 𝑝 ≤ 0.01.
Additionally, our analysis indicates that the smaller the initial AUC
score (i.e., before any co-training learning), the better CoMet’s
relative performance compared to the original co-training method.

Table 1: The relative performance of CoMet compared to
the original co-training algorithm. We show overall statis-
tics and a split based on whether or not CoMet showed im-
provement.

Number of datasets CoMet error
reduction rate

Improved performance 29 (83%) 6.7%
Reduced performance 6 (17%) -1.8%
Total 35 5.2%

4 CONCLUSIONS
In this paper we represent CoMet, a meta learning-based co-training
algorithm. Our approach focuses on selecting batches of useful
samples rather than individual samples, and uses meta-learning to
model the possible impact of the analyzed batches on the training
data and the learning models that take place in the co-training
process.
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