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ABSTRACT
Recent years have seen a push towards deploying fully autonomous
robots in large, complex domains such as autonomous driving, space
exploration, and service robots. However, legal, ethical, or technical
constraints have limited the extent of these systems’ employable
autonomy. In order to successfully achieve their intended goals,
these systems must utilize assistance from humans to compensate
for their limitations. For such systems to be successful over the
course of a long-term deployment, they must both be cognizant of
their own competence and have the ability to improve this com-
petence over time in a safe way. Motivated by practical concerns
faced in industry, this thesis provides a formal model for such a
human-agent system to reason about its own competence and aims
in future work to provide effective ways of safely improving the
competence of the system over the course of its deployment.
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1 INTRODUCTION
Recent progress in artificial intelligence and robotics has driven
the deployment of increasingly autonomous systems in complex
unstructured domains. Such domains include space exploration [4],
service robots [3], and, most notably, autonomous vehicles [2].
However, the vast majority of these systems are better characterized
as semi-autonomous systems (SAS) that can operate autonomously
under certain conditions, but may require human intervention or
aid in order to achieve their assigned goals [5].

For example, an autonomous vehicle may transfer control to a
human when its environment becomes too complex or when lane
demarcations are lost. A space exploration robot may be required
to power down and wait for explicit commands from the command
center when an unexpected obstacle is encountered. This reliance
on humans is driven by technical or model-based limitations that re-
strict the extent of autonomy that the agent can, or should, execute
in some situations.

Proc. of the 19th International Conference on Autonomous Agents and Multiagent Systems
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Figure 1: An illustration of a competence-aware system with four
levels of autonomy— l0, l1, l2, l3 — and four type of feedback signals
— approval, disapproval, override, and no feedback. The autonomy-
cognizant policy can only return levels of autonomy that are al-
lowed for that action.

More formally, these human interventions are driven by a limited
competence as defined in our recent work [1], a notion that captures
both the ability and robustness of the autonomous agent, as well
as factors (legal, ethical, or trust-based) that influence the human’s
perception of the agent’s capabilities but may not be available to
the agent itself.

In such complex domains, enumeration of all possible scenarios,
and inclusion of all possible environmental features in the agent’s
model, is intractable to implement and hence impractical to assume.
As a result, autonomous systems cannot be expected to perform
optimally in all situations encountered, particularly when deployed
over months or years.

Consequently, this thesis aims to (1) provide a means for the
system to model its own competence in any situation to optimally
rely on human assistance and (2) develop effective techniques for
competence-aware systems to safely improve their competence over
the course of their deployment using available human assistance.

2 COMPLETEDWORK
In an open environment, complete a priori determination of the
competence of a human-agent system, and the respective capabil-
ities of each actor in the system, is generally either impractical
or impossible. As a result, the system’s initial policy is likely to
be over-reliant or under-reliant on the human in many circum-
stances; without an ability to adjust the autonomy over time in
a safe way, the chance of failure and the resources wasted will
grow over time. In expensive and safety-critical domains such as
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autonomous driving and space exploration, the resultant cost can
be very high. Consequently, developing formal mechanisms to ex-
plicitly represent, reason about, and optimize the autonomy of a
system is an important challenge in artificial intelligence.

To address this issue, we introduced a formal model called com-
petence-aware systems (CAS) for optimizing autonomy in semi-
autonomous systems over time by learning to optimally leverage
the available human assistance [1]. CAS is a decision making frame-
work for semi-autonomous systems where systems can operate at
multiple levels of autonomy, each of which corresponds to different
constraints on autonomous operation and different ways in which
the human can assist the system to compensate for the constraints.
Furthermore, each form of assistance is associated with a unique
set of feedback signals. By learning from these feedback signals,
the CAS can quickly grow to operate at its competence in almost
all situations if feasible, effectively optimizing its autonomous oper-
ation by minimizing unnecessary reliance on human intervention
while relying on the human when optimal to do so. An example of
a CAS can be seen in Figure 1.

In our recent work [1], we provide the following results:
• We define the competence of a CAS as the optimal level of
autonomy for every state-action pair conditioned on perfect
knowledge of the human’s feedback distribution.

• We define a CAS to be level-optimal in a state if the optimal
policy is executed at the CAS’s competence in that state.

• We prove that under standard convergence assumptions,
given any initial estimate of the human’s feedback dis-
tribution, the competence-aware systemwill converge
to be level-optimal in the limit.

• We validate the theory experimentally on multiple domains,
including an autonomous vehicle domain motivated by real-
world problems as part of a collaboration with Alliance In-
novation Lab Silicon Valley, where we demonstrate that the
number of episodes and feedback signals needed to reach
level-optimality in all reachable states is quite reasonable
(∼30 and 50 respectively), leading to a significant decrease
in the expected cost from ∼25 to ∼10 in the same span.

• We have deployed and tested an initial version of our ap-
proach on a fully operational AV prototype.

3 DIRECTIONS FOR FUTUREWORK
In general, it is difficult to determine if a planning model is missing
important features in its representation of the environment based
only on observed performance. The CAS model, however, provides
an immediate ability to do so using existing information in the
model. Under the assumption that humans are consistent and not
‘random’ in their feedback, by identifying state-action pairs that
have received seemingly random feedback above an expected level
of noise, the system can identify situations for which a human is
likely making decisions based on information that is unused by the
autonomous system. We are currently working on a method for
autonomously recognizing potential candidates, determining the
features most likely to be discriminators, and then using human
feedback to determine which, if any, to include in the model.

When a modification is made to the system, it is not easy a
priori to determine the extent of scenarios that the change will
affect. As a result, what the agent learned prior to the modification

can no longer be strictly adhered to. However, gaining feedback
information can be expensive and so it is wasteful to simply throw
it out and restart. As a result, it is important to develop a well-
defined means of bootstrapping the modified system with the old
information to avoid wasting it, while ensuring that the system
safely acts in a manner that is appropriate given the modification.
One possible approach is to reset the level of autonomy in all states
affected by the update for all actions to a lower, more conservative,
level, effectively forcing the agent to reacquire feedback information
from the human to move back to a higher level of autonomy.

Finally, in many industrial settings there is not one but many
similar systems all deployed simultaneously. An obvious example of
this is a fleet of autonomous vehicles. A natural extension of the CAS
model is to learn the competence over a much larger space by using
the information from a fleet of systems. However, the assumption
that feedback comes from a stationary distribution no longer holds
when each system may have their own human authority providing
feedback from a unique distribution. One approach to this problem
would be to have standardized feedback criteria, or to consider a
training phase prior to data collection that would enable the human
to gain a consistent view of the system’s capabilities.

4 CONCLUSION
Autonomous systems intended for deployment in highly complex
domains for extended periods of time cannot be expected to cap-
ture all possible scenarios at deployment time. To avoid wasting
operational productivity, and to minimize the chance of failure,
it is important for such systems to have a well-defined means of
identifying their competence for any situation, and subsequently be
able to improve that competence over time. To this end, we have de-
veloped the competence-aware system model, and are investigating
the following topics for future research:

• Introspectively identifying unused features in the current
model using apparent randomness in human feedback to
improve the robustness of the system.

• Developing a well-defined approach to bootstrapping a mod-
ified system using existing feedback acquired prior to the
modification, while ensuring that the new system operates
in a way that safely adheres to the modifications.

• Extending CAS to a multi-agent setting with multiple hu-
mans providing feedback from different distributions.
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