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ABSTRACT

Recent evidence points to the detrimental effects of algorithmic
deployment on human datasets, as often times such algorithms
mirror and exacerbate existing inequalities in the input data. This
work focuses on understanding the disparate effects of algorithms
on social inequality and building theory and applications for graph
algorithms with ramifications in the way we learn information
online and offline. We show that in the case of recommendation
algorithms, the most common heuristics that learn connections for
providing social recommendations exacerbate disparity between
different communities in a bi-populated network by reinforcing cer-
tain patterns in the network, such as homophilic behavior. Similar
results occur for content recommendation, where we show that mi-
nority viewpoints are being further diminished by algorithms that
learn relational data and over-recommend a majority viewpoint.
On the other hand, algorithms may leverage community affiliation
to disperse information in a network in a more effective manner
while being more equitable in terms of the demographics reached in
certain conditions. For such studies, we find closed-form conditions
of the results using graph theoretical models that replicate inequal-
ity in social networks and use them to develop a set of algorithms
that use network statistics to diffuse information in a feature-aware
way, effectively reaching more communities than the status quo
heuristics that are blind to sensitive features. Through validation
on real-world data, we show that such learning algorithms benefit
from being feature-aware in learning relational data in order to
mitigate bias.
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1 INTRODUCTION AND RELATED WORK

With the advent of Big Data, automated decision-making becomes
ubiquitous in a variety of domains, from the online world to obtain-
ing bail, credit assessment, and access to resources. When social
connections become a proxy for income, race, gender, or other sen-
sitive attributes, algorithms that learn biased data features may lead
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to disparate impact for minority groups regarding fair access to
services and opportunities. While relational data becomes powerful
in understanding the intricacies of human connection, it unfortu-
nately also brings into the equation historical prejudices that easily
get picked up by algorithms learning such data. Even in the cases
where sensitive data, such as income or demographics, is obscured,
correlations between these variables and others, such as geography,
lead to similar unequal outcomes. While the role of technology is
under debate in these circumstances, this study aims to unravel
the power of computational tools in diagnosing instances of social
inequality at large scale, as well as quantifying the effect of certain
algorithms that learn from biased data on social inequality.

Recent studies show that such effects can be detrimental in a
variety of spaces, from predicting recidivism rates in predictive
policing [4], image classification [7], search engines [24], advertis-
ing [2, 34] and more recently in public health systems [25]. The
main questions raised tackle the fairness and explainability of the
implemented methods in order to facilitate compliance with legal
obligations [6]. Thus, it is of uttermost importance to understand
the disparate effects of algorithms on social inequality and to for-
mulate a fair and explainable framework in designing such tools
for prediction.

This work intertwines theoretical underpinnings for explain-
ing such effects and building interventions for algorithmic bias,
starting from defining what ‘algorithmic fairness’ means—what
properties of social networks lead to differentiated outcomes and
what equitable means in different contexts of a social network—and
leading to re-designing learning algorithms to output more equi-
table results. Throughout this work two components are primary:
feature-awareness and behavioral impact of algorithmic design.

Social inequality has been studied in many contexts, including
access to opportunities [3], and more recently, in the context of
algorithmic output in online settings [12, 14, 23]. Models for ex-
plaining the root cause of inequality have been developed to embed
both human tendencies for connections [5] as well as human re-
sponses to algorithmic output [22]. Different types of solutions have
been proposed to mitigate such effects, from addressing individual
inequality [11], data representation techniques [13, 36], assessing
implicit bias when evaluation different groups [9, 28], to under-
standing the causal relationships between data features [19, 21].
In many of theses settings, the efficiency of an algorithm seems
to come into contrast with the equity of its output, showing a
trade-off between fairness and accuracy [8, 13, 16, 20, 35]. We aim
to understand the nature (and necessity) of this trade-off in re-
lational data and to show the benefit of structure awareness for
diversity-enhancing techniques. Here, we present three contexts
for this problem, namely, in recommendation algorithms, influence
maximization, and clustering.
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2 RESULTS

Recommendation systems: The first important concern for algo-
rithmic discrimination is created by algorithms that restrict access
to opportunities. The most commonly observed instance of re-
stricted access is the glass ceiling effect, defined by “the unseen,
yet unbreachable barrier that keeps minorities and women from
rising to the upper rungs of the corporate ladder, regardless of their
qualifications or achievements” [10]. First observed in the corporate
world, this effect is pervasive in many online social networks whose
constituents are subject to systemic inequality. My work proved
that the most common algorithms that learn social connections
for providing social recommendations exacerbate the glass ceiling
effect in a bi-populated network by reinforcing certain patterns
in the network, such as homophilic behavior [32]. We formalize
such effects into a theoretical model and characterize in closed
form through a fixed-point equation the conditions for which this
happens. We build on a model of network growth with embedded
homophily, different communities, and a preferential attachment
dynamics to reproduce the cause of inequality in networks that
undergo recommendation and information diffusion [5]. As this
model is shown to exhibit inequality between its different groups,
we are able to embed recommendations and asymptotically study
their effect on group inequality. We validated our results on data
collected from a large crawl of Instagram and DBLP, showing the
effect of recommendation on people’s degrees. We continued this
into a study of content recommendation, showing that minority
viewpoints are being further diminished by algorithms that learn
relational data and over-recommend a majority viewpoint [30]. This
work paves the way in the design of fair recommendations that are
“aware” of the network structure and can rectify at best or mirror
at worst biases that human datasets contain. This is also presented
in our work at the Mechanism Design for Social Good (MD4SG)
Workshop in 2018.

As a co-organizer of the MD4SG interdisciplinary initiative [1], I
lead working groups on different topics related to Machine Learning
and inequality, connecting with researchers from Al, Economics,
Operations Research, Sociology, Policy, and Law. Through this
initiative, I organize monthly colloquia of leaders in these fields,
where I had the opportunity to learn about a large array of machine
learning methods for prediction and game theoretical models for
resource allocation, where algorithmic bias is pervasive through
increasing inequality in networks that already exhibit bias in their
features [6, 27, 33]. Inspired by this, the following question becomes
central to my research: is it possible to design algorithms that
actually use such inequality or lack of access as an opportunity
for better growth? It is a common assumption that “diverse teams
are more efficient”, or equivalently “lack of diversity hurts your
bottom line” [17, 26], but can an algorithm using social connections
detect these diversity gaps and correct for them while being more
efficient?

Influence maximization: Our recent work answers this question
in the context of information diffusion, which entails the algorith-
mic selection of nodes chosen due to their advantageous position
in a network [18]. These nodes are then used in strategic deploy-
ment of an idea, product, or technology, and can collectively trig-
ger efficient diffusion of information through connections in the
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network, resulting in a massive improvement in awareness and
innovation spread. My project focuses on designing fair influence
maximization: a set of algorithms that learn the connections be-
tween individuals and their position in a social network to optimize
the diffusion of a message while avoiding the creation of disparate
impact among network participants based on community affilia-
tion [29]. Through a theoretical model of network growth based
on the biased preferential attachment model [5] and an influence
model based on the independent cascade model, we reproduce in-
equality in influence maximization. Indeed, we show that classic
heuristics that optimize influence based on people’s centrality in
a network end up reproducing a majority’s community advanta-
geous position. This has ramifications in the spread of information
among under-represented groups. Our theoretical model allows us
to show that such heuristics are actually not Pareto-efficient, and
diversity-enhancing policies actually help with the spread of infor-
mation. Our results find analytical conditions in which algorithms
that are aware of the network structure can mitigate inequality
within a population by selecting the most promising individuals in
a more efficient way. We show that such a condition is common in
real networks, and even in opposite cases, the cost of diversity is
actually marginal. We develop a set of algorithms that use network
statistics to diffuse information in a feature-aware way, effectively
reaching more communities than the status quo heuristics that are
blind to sensitive features. We show their effectiveness at diffusing
a message in the DBLP dataset.

Clustering: Inspired by these, I currently work on algorithms
that learn individuals’ position and relations in order to cluster
them based on their preferences and constraints, with a focus on
feature-aware design. In a recent project, we leverage voting mech-
anisms that embed users’ geography, constraints, and preferences,
and use them to adapt classical clustering algorithms in order to
split people in districts or communities that fairly represent their
voices [31]. More specifically, our algorithms improve demographic
diversity in segregated clusters by optimizing cluster utility while
maintaining competition within clusters, which we show to reduce
school segregation in a dataset of public schools from Detroit. Build-
ing on this, we work on understanding how people’s preferences
come into play with traditional clustering algorithms.

Finally, my current interests entail the study of learning algo-
rithms with strategic agents, in cases where a classifier or a rank-
ing algorithm induces a strategic behavior on the population in-
volved. Building on work that shows the applications and social
cost of strategic agents in classification on marginalized communi-
ties [15, 22], I work on re-designing such algorithms to encapsulate
the differentiated cost that different communities bear when react-
ing to an algorithm that learns their features. This project aims to
understand not only the way bias in data creeps into algorithmic
design and deployment, but also the reactions that an algorithm
elicits that may also contribute to systemic inequality.

These lines of work serve as an inspiration for fair algorithmic
design, in which I strive to connect network theory, incentives, and
notions of equity, with a focus on explainability of design choices. I
hope to continue exploring these both through methodical analysis
of current algorithms as well as through leading community efforts
for interdisciplinary work.
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