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ABSTRACT
Reliable and secure communication between heterogeneously re-
sourced autonomous agents controlled by competing stakeholders
in a decentralized environment is a challenge. Agents require a
means to find each other and communicate without reliance on a
centralized party and participation in the system must be permis-
sionless. We present the Agent Communication Network (ACN), a
peer-to-peer lookup system that provides a distributed overlay to
the Internet and addresses this problem. The ACN enables agents
to find each other and to communicate safely. It achieves this by
leveraging a distributed hash table for agent lookup, maintained by
participating peers and through the use of public-key cryptography.
The paper discusses the properties of the system and its guarantees
as well as its integration with a novel multi-agent system. Prelimi-
nary benchmark results demonstrate the feasibility of the system,
its performance, and its scalability.
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1 INTRODUCTION
1.1 Motivation
The dominant architecture in Web 2.0 is that of client-server in
which the client is fully reliant on the server and the server deter-
mines whether a client is legitimate. This paradigm is a good fit for
centralized platforms and applications.

With the rise of distributed ledger technology (DLT) multi-agent
systems (MAS) are seeing renewed attention [1, 9, 34]. Unlike their
historic counter-parts, modern agent and MAS implementations
[29, 45] are conceived for multi-stakeholder environments and built
for deployment at scale on the public Internet. For this to become a
reality heterogeneous agents owned by competing entities need to
be able to find and communicate with each other without reliance
on a central party. In particular, the following problem needs to be
addressed:

given the identity of a target agent, how can the orig-
inator agent deliver a message to it whilst certain
properties are guaranteed?

Proc. of the 20th International Conference on Autonomous Agents and Multiagent Systems
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1.2 Requirements
Any point-to-point communication system between potentially
competing stakeholders on the public Internet must satisfy a num-
ber of requirements to find adoption:

(1) Reliability: there need to be guarantees on message reception
(2) Authentication: it should not be possible for an entity to

impersonate another entity
(3) Confidentiality: there should be no exposure of sensitive

information about the message content to third parties
(4) Availability: the service should satisfy certain liveness guar-

antees
Authentication, Confidentiality and Availability together ensure

(5) Security.
Furthermore, to support a multi-stakeholder multi-agent econ-

omy the following additional design constraints need to be satisfied:
(A) Distributed environment: agents should be able to locate

anywhere in the public Internet
(B) Decentralized environment: agents should not require a cen-

tralized authority for communication and entry to the system
must be permissionless

(C) Resource flexibility: agents should be flexibly deployable in
differently resourced (i.e. CPU, memory, storage, network)
devices

An implication of a decentralized environment is that by default
there should be no requirement for agents to trust other system
participants and agents should process messages asynchronously.

1.3 Contribution
The Agent Communication Network (ACN) addresses the problems
of locating agents and establishing channels for message-based
communication between them (as per section 1.1) in a distributed,
decentralized MAS deployed on the public Internet. To satisfy (A)
and (B), at its core the ACN operates in a peer-to-peer fashion
where equally privileged participants known as peers collectively
maintain a distributed overlay to the Internet and where entry to
the system is permissionless. To satisfy (C), agents can participate
in the ACN in different capacities: operating their own peer or as a
client relying on an existing peer.

The distributed overlay is implemented on top of a distributed
hash table (DHT) [39, 44]. Similar to regular hash tables, a DHT
stores key-value pairs. However, it does so across multiple peers.
Pairs assignment to peers is decided using its consistent hashing
algorithm. For efficient peer routing and pair retrieval, the peers
self-organize following a specific topology as a logical layer on top
of a network one, constructing a structured overlay. Peers’ network
locations are maintained in local routing tables. In the case of the
ACN, the DHT is used to store the associations between an agent’s
id and its peer’s id as key-value pairs. The agent id is the agent’s
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address (a hash of its public key) and the peer id is a multihash [23]
of the peer’s public key.

To be reachable in the ACN, an agent has to register itself to
the DHT through a participating peer, either already existing or
deployed for the occasion. The peer acts as the agent contact in
the ACN and delivers its incoming messages from other agents.
Likewise, to reach another agent, the initiator agent generates
the message and forwards it to its contact peer which performs
a lookup in the DHT for the corresponding contact peer of the
destination agent. If found, the contact peer of the sending agent
opens a communication channel and delivers the message to the
corresponding peer.

The ACN relies on public-key cryptography [16, 41] as an in-
tegral part of its design. In a trustless environment, public-key
cryptography offers guarantees on communication such as authen-
tication (2), confidentiality (3) and integrity (hence availability (4)).
In the ACN public keys (and addresses derived from them) are used
as identities for both peers and agents. Key agreement protocols
are used for peers to authenticate each other but also for agents
to authenticate their contact peers. Attaching digital signatures
to the stored DHT records guarantees their authenticity, allowing
any participant in the system to verify the association between
a given peer and agent. Both yield confidentiality where no peer
or agent can receive messages of other peers and agents and all
communication is end-to-end encrypted.

Peers and agents are by design two separate entities in order to
obtain (I) separation of concerns conceptually and (II) flexibility
of deployment practically. Agents’ execution environment can be
resources-constrained with limited memory space, CPU power,
and network bandwidth. To accommodate for that, the ACN offers
different types of connections that an agent can have to its contact
peer, each with a varying distribution of roles and workloads. Other
common components of MAS such as service discovery, agent
implementation and agent communication protocols are delegated
to services and frameworks which utilise the ACN.1

The ACN is designed to be used with different transport layers
and independently guarantees service reliability (1). In practice,
TCP is the dominant layer however none of the primitives prevent
utilisation of other transport protocols (e.g. UDP or Bluetooth etc.).

2 ARCHITECTURE
The communication system comprises a peer-to-peer (p2p) network
running the DHT, a set of connections linking agents to peers, and
a set of ACN-specific protocols prescribing interactions between
agents and peers for correct delivery of messages.

2.1 Preliminaries
Identity. Each peer and each agent has a unique identity (id).

The peer id is a public key or a (usually compact) representation
of it. The agent id is an address derived from a public key via a
hashing function. The representation should be unique to each
public key and their association can be independently verified. We
assume that the identified entity is the sole holder of the private
key corresponding to the public key used as its identity.

1Finding other agents in the ACN is not aimed at service discovery, rather it is a
necessary side-effect of DHT routing algorithms and only serves message delivery.

Message. A message consists of metadata and payload.2 The
payload is the content of the message, i.e. encoded data (e.g. [13]).
Metadata are information related to the message. Within the ACN,
for each message, a metadata section includes its originator id, its
destination id, and information related to payload encoding. In
practice we make use of more metadata as discussed in section 2.7.

2.2 Peer-to-peer network
Peers are the core entities of the system. They are functionally
equivalent and collectively constitute the peer-to-peer network.
They run a distributed name service for agents and act as commu-
nication proxies for them. The name service is used to retrieve the
contact peer of any previously registered agent. It is enabled by a
distributed hash table (DHT) maintained by every peer.

2.2.1 DHT. ADHT is a peer-to-peer system that provides a lookup
service similar to a regular hash table. However, the DHT stores
the key-value pairs across multiple peers.

Consistent hashing. To assign responsibility for storage among
peers, the DHT uses consistent hashing [20, 44]. A consistent hash-
ing scheme uniquely maps record keys - the agents’ addresses -
and peers’ ids alike to a virtual space. This produces a set of key
identifiers and a set of peer identifiers respectively. The virtual
space is then partitioned between peers where a record is stored by
the peer whose identifier is the closest to the record’s key identifier,
following a distance metric defined in the virtual space. Consistent
hashing has the property of requiring only a limited movement of
keys when peers join or leave the network. This feature allows to
develop solutions that are robust under changing environments
and imperfect information. The consistent hashing mapping is also
uniform thus each peer stores roughly the same number of keys.
This tends to balance the load over the peers thus reducing hot
spots in the system.

Construction. DHTs are constructed incrementally. The first peer,
also called genesis, defines the virtual space and the mapping (hash)
function and initially is responsible for the entirety of the space.
New peers join the DHT by connecting to at least one of the exist-
ing peers. The new peer then announces itself to the network and
receives from close peers the records that fit within its new respon-
sibility zone. Different peer discovery mechanisms (the process of
joining the network and finding other peers) can be implemented.
The genesis peer can be hard coded in the distributed software or
provided as an argument on launch and acquired via a third-party
service.

Structured Overlay. Since peers only store a subset of all items,
lookups need to be routed whenever a peer receives one for a key
that it is not responsible for. Hence, each peer has to maintain a
local routing table that contains other peers’ identifiers and contact
details in the form of a physical network address (TCP/IP address).
The global graph created by connectivity between peers is called
an overlay network. A peer’s routing table defines its neighbors in
the connectivity graph. For efficient routing, DHTs use specific al-
gorithms to maintain a structured overlay [2] where the links define

2[29] distinguish further between Envelope andMessage. Here, we omit this distinction
for simplicity.
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a topology such as a tree, ring, torus, or similar. DHTs leverage the
structure of the connectivity graph to guarantee efficient lookup
operation in number of steps, for any key in the system.

Lookup operation. DHTs employ a recursive algorithm for record
lookup. The lookup initiator starts by selecting from its routing
table the closest peers to the record key. The initiator then forwards
the lookup request to the peers it has chosen. Upon the reception of
the request, a peer either returns the corresponding record in case
it stores it, or a set of peers that are the closest to the record key. In
the recursive step, the initiator re-sends the request to peers it has
learned about from previous interactions. The lookup procedure
halts when any peer returns the value or if no more closest peers
are learned about.

2.2.2 Kademlia. Kademlia [28]with its secured addition S/Kademlia
[3] is used for the DHT implementation. S/Kademlia uses 160-bits
as its virtual identifier space and binary XOR as its distance metric.
It uses cryptographic hash functions such as SHA1 to map peer
identity and record keys to the identifier space. In S/Kademlia, the
peers’ connectivity graph takes the form of a binary tree, which
combined with the XOR distance metric ensure efficient routing.
DHTs in general and S/Kademlia specifically have the following
properties:

• Decentralization: DHTs are fully distributed: no node is more
important than any other. This improves robustness and
makes DHTs very appropriate for multi-stakeholders envi-
ronments.

• Scalability: Kademlia lookup grows as the log of the number
of peers, so even very large systems are feasible. Caching is
also possible for hot records.

• Load balance: DHTs act as a distributed hash function, spread-
ing keys evenly over the peers through consistent hashing.
This provides a degree of natural load balancing.

• Availability and fault-tolerance: Kademlia offers high avail-
ability through its self-stabilization protocols and correction-
on-use properties. Kademlia also replicates each record by
storing it over 𝑘 closest peers, where 𝑘 is a system-wide
parameter. Self stabilization maintenance protocols automat-
ically adjusts peers internal routing tables to reflect newly
joined peers as well as peers failures, ensuring that, barring
major failures in the underlying network, a previously stored
record can always be retrieved. Correction-on-use take ad-
vantage of lookup and join operations to proactively correct
a peers view of the system.

• Resilience: S/Kademlia is resilient to most commonmalicious
attacks on the system. Kademlia naturally provides resistance
to Denial-of-Service attacks by not relying on a central entity.
S/Kademlia provides additional resistance to Eclipse attacks
[42] and Sybil attacks [5].

2.3 Protocols
ACN protocols augment the peer-to-peer network to suite agents’
communication needs and requirements. They leverage the DHT
by storing agents’ contact information and define rules for interac-
tions between participants. Agent registration, de-registration and
lookup are the main protocols.

2.3.1 Agent registration protocol. To be able to use the system,
an agent has to register itself first. It requires as a preliminary the
information of at least one peer participating in the system. Namely,
the peer’s URI (host and port number) to open a communication
channel and its identity to authenticate it. After establishing the
connection, the agent first generates a signature of the contact
peer’s id and sends it to its peer. The signature acts as a proof of
representation for other peers in the peer-to-peer network. The
peer then advertises the association between itself and the agent in
the DHT as a (key-value) record, thus becoming the agent’s official
contact peer.

The peer adds the agent to its list of agents and listens for out-
going message from the agent side and incoming messages from
the DHT side.

2.3.2 Agent lookup protocol. To send a message, an agent has to
construct it and forward it to its contact peer.

A peer keeps listening for messages from all its registered agents.
Once it receives a message it checks its destination field. If the
destination agent is registered within the same peer it delivers
it directly to it. If not it has to lookup the contact peer of the
destination agent (see section 2.2.1). If a record is registered for the
destination agent the peer opens a direct communication channel
to the destination peer and requests its proof of representation. The
peer uses the destination agent id to verify the authenticity of the
proof and upon success marshals the message to the destination
contact peer. The destination contact peer delivers the message
to its agent. If no record is available for the destination agent the
contact peer returns an error message.

2.3.3 Agent de-registration protocol. Currently, we do not support
explicit agent de-registration. Instead, we rely on a Kademlia fea-
ture where each stored record has a timeout which when reached
means the record is deleted from peers. To keep a record avail-
able, the initial peer who requested its storage needs to republish it
periodically before the timeout.

2.4 Connections
Connections enable agents to use the peer-to-peer network. They
implement the agent’s side of the communication as clients and
rely on corresponding services run on the peers as servers.

We propose different types of connections - a multi-tier architec-
ture - to accommodate for agents’ different requirements on system
resources (CPU, memory, storage, network), confidentiality and
level of trust in the contact peer. Further discussion about the pos-
sible trade-offs between these requirements and their advantages
and disadvantages is provided in section 2.5.

2.4.1 Direct connection. This connection assumes that the agent
and the peer are running on the same machine, and that the agent
stays connected for its full service. This is for the case where an
agent wants to deploy its own contact peer for full control. The peer
participates in maintaining the DHT and must be reachable from
the Internet. The agent can control which services to enable on
the peer. The connection uses inter-process communication (IPC)
mechanisms (i.e. named pipes) to efficiently exchange messages
between the agent and the peer. Figure 1 illustrates an agent using
a direct connection to a peer.
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Figure 1: Agent using a Direct Connection. Agent and peer
are located on the same machine and the connection relies
on named pipes for communication.

2.4.2 Relayed connection. Similar to the direct connection, the
agent and the peer are assumed to be running on the same machine.
However, the contact peer is not publicly reachable from the Inter-
net, most commonly due to restrictions imposed by network address
translation (NAT). Thus it requires the relay service of another peer.
However, it does not require its trust as the communication with
a third peer can be end-to-end encrypted. This results in a dou-
ble encryption: the communication between the origin and relay,
the relay and target as well as the origin and target is encrypted.
This connection is needed for the case when an agent wants full
control over the peer but does not have a public URI, although it
sacrifices some confidentiality as the relaying peer knows which
agents and peers it is communicating with and the communication
pattern. Figure 2 illustrates an agent using a Relayed connection to
its contact peer.

Figure 2: Agent using a Relayed connection. Both agent and
relayed peer are on the samemachine.When a peer is run in
relayed mode it requests the relay service of one of its entry
peers. If granted, the relayed peer’s presence in theDHT and
all its communication go through the relay peer.

2.4.3 Delegate connection. The Delegate connection allows an
agent to use a remote peer as its contact peer in the ACN. This is
possible through the delegate service that the contact peer can host.
Communication between the agent and its contact peer is done us-
ing secured TCP connections. This connection requires the agent to
trust the peer as it has access to the agents un-encrypted messages.
This approach is most useful for agents on small devices which
can still maintain a TCP connection. The trust requirement can be
relaxed at the cost of performance where the agent can request
its target agent to run a key agreement, or simply use asymmetric
encryption. Refer to subsection 2.5 for further discussion. Figure 3
illustrates an agent using a Delegate connection to its contact peer.

2.4.4 Mailbox connection. All previous connections require the
agent to keep the connection open to receive messages destined to
it. Failure to do so returns an error to the message initiator by the
agent’s contact peer. TheMailbox connection relaxes this constraint
by using a mailbox service offered by a contact peer. If a message
is received for an agent registered with the mailbox service, the

Figure 3: Agent using a Delegate connection. The peer offer-
ing the service can be operating by the same entity manag-
ing the agent but can also be different.

peers store it in a queue.3 At a later stage the agent can query the
peer for messages through HTTP requests.4 This connection is
useful for agents running on resource-constrained devices and that
cannot maintain an open connection with the contact peer. Figure 4
illustrates an agent using a Mailbox connection to its contact peer.

Figure 4: Agent using a Mailbox connection. The agent com-
municates with its contact peer through HTTP requests.
The agent does not maintain an active connection to the
peer, it connects only for the time to achieve the operation
it intends to perform.

2.4.5 Typical deployments. To clarify the usage of the proposed
connections, figure 5 illustrates examples of a typical deployment
of the different connections, the peer-to-peer network, and the
ACN as a whole with participating organization boundaries. By
design, there can be multiple disjoint ACNs. This is the case when
nodes bootstrap against a disjoint set of genesis nodes. To establish
a common public network, a set of public peers should be always
running and their addresses accessible (e.g., P1, P2 and P3 in the
figure). Other peers subsequently join through these peers. Simi-
larly, private organizations which want to be part of the network
can do so as well by deploying their own peers (e.g., Peer A and
Peer B in the figure). Each peer can decide which service to enable
depending on available resources and the incentives to do so. In the
network described in the figure, P3 has the relay service enabled
and is serving P4 for agent PR1. On the other hand, P2 has only
delegate and mailbox services enabled and is serving agents PD1
and PM1. A peer can perfectly disable all the services and only run
DHT operations (e.g, P1). Peers can also use an authorization list for
agents allowed to use its services. In the presented network, Peer A
and B although publicly accessible, serve only agents from within
their respective organization. Importantly, with all these different
configurations and potential restrictions, every agent is still able to
find every other agent and communicate with it securely.
3Similar to the Delegate connection, the Mailbox connection requires that the agent
trusts the peer. However for this connection it can be alleviated only through asym-
metric encryption as key agreement would be very costly or not possible at all. Refer
to subsection 2.5 for further discussion.
4For now, it is assumed mailboxes are centralized, in that they are maintained by one
and only one peer. If the peer goes offline or has a fault the mailbox’s contents are
lost. In the future, a decentralized mailbox service could be implemented where more
than one peer maintains the same mailbox. Thanks to the modular setup this can be
retrofitted.
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Figure 5: Typical ACN deployment. ACN allows for flexible deployment of agent and peers considering their resources and
affiliations while ensuring that every agent can find every other agent and communicate securely.

2.5 Security, Trust & Performance
This section provides further details about security properties of
connections and their impact on performance requirements.

2.5.1 End-to-end encryption. All point-to-point communication
between entities (peers and agents) is end-to-end encrypted using
TLS [40] with pre-shared public keys. This guarantees authenti-
cation, confidentiality and message integrity security properties.
Unlike previous work [12, 18], the ACN does not require certifi-
cation authorities to distribute public keys. Instead, public keys
are pre-shared in the form of addresses, obtained via hashing the
public key. Peers’ addresses are distributed as part of their contact
information along with their IP addresses and TCP ports. Agents’
addresses are included in the message metadata as its source or des-
tination. Once a connection is initiated between two entities, they
start by exchanging their public keys. Public keys are verified by
computing their hashes and comparing the resulting addresses to
the pre-shared ones. If successful, they proceed to TLS handshake.

Consequently, the above is sufficient to ensure security proper-
ties in a trustless environment for communication between peers
and communication between agent and peer via Direct connection.
The former is true because DHT operations do not require any sen-
sitive information to be exchanged between peers. The later is true
as well because both agent and peer are owned by the same author-
ity. However, communication via the rest of agents’ connections
needs more consideration to ensure all security properties are met
without requiring the trust of the (third-party) intermediary peer
they rely on. This is the case because for Relayed, Delegate, and
Mailbox connections messages are decrypted as they go through
the intermediary peer. To that end, a second TLS channel needs to
be established between communicating parties leading to double
encryption. Double encryption is costly and may not be possible if
a session can not be maintained, i.e., in the case of the Mailbox con-
nection. A trade-off between performance and security properties

is to use asymmetric encryption which ensures only confidentiality.
Figure 6 shows a diagram of communication channels annotated
with the security protocols they use.

Figure 6: All point-to-point communication protocols use
public-key cryptography to ensure security (authentication,
confidentiality, and availability) using TLS handshakes with
pre-shared public keys. The figure shows the different con-
nection configurations and their security model.

2.5.2 Trust. The relationship between the contact peer and the
agent is analogous to a server-client relationship, in particular it is
fully trusted. Agents need to trust peers via which they connect to
provide them a true representation of the DHT. However, this is not
a limiting factor since either the peer is operated by the same entity
as the agent or the peers compete to provide services to agents and
agents can detect when they are being cheated by their contact peer
(as it is not possible for it to forge incoming our outgoing agent
messages).

2.6 Economic model
The operation of the DHT incurs costs (CPU, memory, storage and
networking) for the peers maintaining it. This section discusses the
incentives peers have to participate in its provision as well as the
incentives of agents which do not run a contact peer.

2.6.1 Incentives for participation. By design, agents require a con-
tact peer to use the ACN for communication with other peers and
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agents. In the absence of alternatives, this incentivises every partic-
ipant to deploy its own peer and help maintain the DHT. Peers are
not charged for participation in the peer-to-peer network as they
contribute to its maintenance through their participation alone.

For agents that do not have the means to deploy a peer or choose
not to, they can either rely on a third party organization to deploy
one on their behalf or use a share of an already deployed peer.

In its current design, the peer-to-peer network does not pose
any restrictions on the number of agents a peer can represent in the
DHT. However, agents who do not maintain their own peer impose
an externality on the peers maintaining the DHT. In particular, they
impose storage requirements. Due to the properties of the DHT
these are uniformly born by all the peers. There are no externalities
from networking on third party peers as all traffic is incurred by the
contact peers of the agent and its target.5 The networking costs for
the agents’ contact peer imposes a direct constraint on the number
of agents a peer can represent in the DHT.

A contact peer can charge its agents for access to the network
using a pricing model of its choosing.6 Since the peers offering Del-
egate or Mailbox connections compete with each other in providing
services to the agents, and since anyone can become a peer, we
expect the service offered by the peers to be priced competitively
and potentially be free. We also expect, for the same reasons, that
the pricing problem faced by peers can be studied largely by taking
the other system components as given.

2.7 Beyond message delivery
As discussed, the communication network addresses agent id-based
message delivery only. To fully address the communication prob-
lem, the agent implementation is required to handle the rest. To that
effect, this work utilises a novel agent framework [29]. The frame-
work’s communication system offers multiplexing of connections
from different sources and protocols to guide the exchange of mes-
sages as dialogues from start to end. Protocols can be user-defined
and generated. The framework is also responsible for setting up
and tearing down the connections as well as configuring them.

The ACN does not address the need of generic service discov-
ery in a MAS. This can be offered by agents or external services
deployed on top of or alongside the ACN following proposals in
the literature [15, 19, 43].

2.8 Related Literature
Peer-to-peer systems are relatively well researched and have seen
growing attention in recent years [11, 25, 28], in particular with
the rise of crypto currencies [8, 31]. The literature acknowledges
the natural connection between peer-to-peer systems and MAS
[9, 21, 37, 45], in particular in multi-stakeholder environments.

Through contributions (I) and (II) (cf. section 2.4) the design of
the ACN is agent framework independent (although its usage is
exemplified utilising a specific framework [29]) and hence distinct
to monolithic systems as proposed in [26, 27, 32, 35, 43]. The ACN
allows for point-to-point communication between heterogeneously

5The case of the relay peer is an exception. However, a relay peer is free to ignore
traffic.
6Peers and agents can, for instance, utilise smart contracts [48] deployed on a DLT to
manage payment and staking of funds.

resourced agents and different agent types and implementations
[4, 6, 29, 49]. In particular, anymessage-based agent communication
language is supported (e.g. FIPA ACL [13]).

We consider high performance as a first class criterion for our
system design and implementation to be used at Internet scale. In ad-
dition to the aforementioned, this includes, (i) usage of a structured
overlay (unlike solutions like [26] based on unstructured ones), (ii)
lookup request routing rather than message relaying [27, 35], (iii)
usage of binary format serialization for wire transfer rather than
XML ones [32, 35], and (iv) an efficient implementation utilising
[36].

Building trust and reputation [33, 50] as well as fostering coop-
eration [24, 30] are well-studied topics in peer-to-peer systems and
the ACN lends itself towards extension in these directions.

Kademlia is known to be quite stable against DoS attacks and
some form of Sybil attacks. There is a rich body of research which
shows how to make it more resilient [3, 14, 30, 33, 47].

3 BENCHMARK
The ACN as described is fully implemented except for the Mailbox
connection. A production version is deployed on the public Internet
and exposed to regular use.

In this section, we demonstrate the feasibility of the system and
its performance by benchmarking its main operations on a reference
implementation that excludes certain security features, namely the
signing and verification of a peer’s proof-of-representation when
registering the agent and when looking it up, respectively. The fol-
lowing first describes the reference implementation of the ACN and
benchmarking setup. Then, it presents preliminary benchmark re-
sults of the ACN operations and finally discusses them. We measure
the following operations:

• Agent registration: the time for a peer to register a new agent
address to the network.

• Agent lookup: the time for a peer to get the contact peer of a
given agent address.

• Peer join: the time for a new peer to start and successfully
register its agent.

• Peer echo: the time for a peer to lookup the contact agent
of a given agent address and exchange one message with it,
achieving one round trip.

For reference, we also provide measurement of simple RTT
(round trip time) on non-secure TCP connections as a baseline
for communication performance on the benchmark machine.

3.1 Implementation details
In our reference implementation, peers are implemented in Golang
as nodes and connections are implemented in the Python program-
ming language as components to an autonomous agent framework
[17, 29]. Golang facilitates writing efficient and scalable concurrent
programs thanks to its Goroutines and channels built-in features.
The peers use the go-libp2p [36] implementation of S/Kademlia
DHT. The go-libp2p library has been proven as part of the running
IPFS network [22]. The public-private key pairs are generated from
the elliptic curve as specified by the standard SECP256k1 [7].
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3.2 Setup details
To eliminate network latency variability, all the benchmarks are
run locally on an AMD64 Linux machine with 12-cores Intel Core
i7-8750H 2.20GHz CPU and 16GB of RAM. Other tests have been
conducted over the Internet but are not reported here.

Each benchmark (cf. [38]) is setup by deploying an ACN network
of a given size in number of peers. It is constructed iteratively where
each new peer is given the previous one as entry to the network.
Once the network is functional, a given operation is executed and
its run time is measured. Measures are repeated at least 20 times and
each benchmark is run 20 times. Varying the size of the network
allows us to test the scalability of the selected operation.

3.3 Results
Figures 7 and 8 present the benchmark results of the defined op-
erations, grouped into atomic (agent registration and lookup) and
end-to-end (peer join and echo) classes. For both figures, the x-
axis shows the size of the network in number of peers and the
y-axis shows the operation execution time in milliseconds. Both
axes are in logarithmic scale. Each plot is labeled with the opera-
tion it measures. Table 1 reports the same measures with standard
deviation.

Figure 7: ACNprimitive operations performance in function
of network size. TCP RTT is 0.040ms.

3.4 Discussion
From figure 7, we can see that for small sized networks of 2 to 8
peers the execution cost of atomic operations is the same or very
close to the TCP RTT baseline. This demonstrates a very low to
non-existent overhead for the peers’ point-to-point communication
implementation. We can also observe that both agent registration
and lookup operations perform similarly. This is expected as they
use the same routing algorithm where one stores the record and
the other fetches it. End-to-end operations follow the same trend
as their atomic counterpart, except for peer join operations where
its cost is order of magnitudes higher. This reflects the overhead
of peer setup and is most noticeable for small size networks as it
gets amortized very quickly with larger networks (e.g., entirely
amortized within networks of 256 peers). All benchmarked opera-
tions scale well, although linearly not logarithmically. This could be

Figure 8: ACN end-to-end operations performance in func-
tion of network size. TCP RTT is 0.040ms.

explained by the benchmark setup running on a local machine with
very low network latencies thus shifting most of the operation cost
on computations. In intended deployments of the ACN over the
Internet, network latency is magnitudes higher making the num-
ber of peers to contact the major part of the operation execution
time. Tuning system configurations is also expected to improve its
scalability, as benchmarks were run with the default configuration.

Above results demonstrate the low execution cost of the system
and its scalability, thanks to go-libp2p’s efficient implementation of
the DHT and minimal overhead of the ACN protocols’ design and
implementation. They demonstrate the system’s feasibility and effi-
ciency. Further tests are needed to practically demonstrate system
properties described in this paper with representative deployment,
especially at larger scale and under faulty conditions.

4 DISCUSSION
The previous sections present in detail the ACN, its architecture,
its components, and initial benchmark results using its reference
implementation. In this section, we elaborate more on topics and
questions that arise from using a DHT as a communication system
for MAS in a distributed decentralized environment.

4.1 Resiliency and fault tolerance (DHT)
The S/Kademlia DHT used by the ACN is tolerant to faults and
resistant to most malicious attacks. If a peer fails or disconnects,
after a grace period its neighbours simply remove it from their
routing tables and query the network to update their routing ta-
ble with the next closest peer, effectively bypassing the failed one.
Records stored at the failed peer are not lost as they are already
replicated to its neighbours. For the stability of the network, peers
always privilege long standing ones as neighbours. This also par-
tially mitigates Sybil attacks where an entity joins the DHT with
multiple peers and uses them to gain disproportional influence in
the system that it exploits to its advantage. Because of the use of
cryptographic hash functions for the consistent hashing scheme,
it is very hard to orchestrate a DoS attack where a specific peer
is targeted, as this would require reversing the hash function to
produce keys that have hashes close to the targeted one. Similarly,
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Table 1: ACN primitive and end-to-end operations benchmark results. Measures are repeated at least 20 times each and each
benchmark is run 20 times.

#peers 2 8 32 128 256
Agent registration 0.03 ± 0.01 0.09 ± 0.01 0.47 ± 0.16 4.65 ± 3.31 13.84 ± 6.9
Agent lookup 0.03 ± 0.01 0.08 ± 0.01 0.45 ± 0.16 4.05 ± 0.76 12.27 ± 4.33
Peer join 0.20 ± 0.04 0.51 ± 0.26 1.00 ± 0.08 5.23 ± 2.03 12.22 ± 1.4
Peer lookup 0.06 ± 0.02 0.12 ± 0.06 0.53 ± 0.11 4.08 ± 0.41 11.57 ± 1.33

it is very hard for an attacker to isolate a target peer by generating
peer ids with hashes close to it. This is known as eclipse attack.
Finally, to limit spamming the network, peers only store pointers to
the DHT records, i.e., only the key of the record and the id of the
peer requesting its storage.

4.2 Name service only vs. message routing
The ACN provides an agent address-based lookup service that is
functionally similar to the Internet’s DNS but distributed and decen-
tralized. Agent lookup requests are routed throughout the DHT by
peers to where its registration record is stored. Once the record is re-
trieved, a direct connection is established between contact peers of
the initiator and target agents. This means that we do not route the
message itself but only the request to find the target agent, as the
message is destined to one agent only in the system. This naturally
consumes less network traffic and better protects communication
confidentiality.

4.3 DHT vs DLT
As part of a multi-stakeholder MAS which includes DLT, the ACN
must be clearly distinguished from the latter set of technologies.
DLT systems operate under the premise that a consensus is to be
reached amongst participants of the systems on some state of the
system at regular intervals. The ACN, does not attempt to establish
consensus about the contents of the DHT at any point. On the
contrary, it is by design that no global state is observed by any
of the system participants. This design feature contributes to the
relative scalability of the ACN in comparison to DLTs.

4.4 Agent mobility
To use the ACN, each agent must associate with a peer participating
in it. This does not prevent agents from switching between contact
peers. Changing to a new contact peer simply involves deregistering
from the current one and registering with the new one. The old
peer may still receive requests to receive messages for the agent
until the old record has been removed from the DHT. Honest peers
decline the message and the agent can enforce this by adding an
expiration date to its contact peer’s proof-of-representation.

4.5 Free-rider problems
As discussed in section 2.6, peers can impose a negative externality
on each other by registering an excess amount of agents. There, we
argue that the design of the ACN naturally dampens some of these
problems. In the future, we might choose to modify the Kademlia
implementation to preempt these problems [30]. Alternatively, or
in addition we can also investigate incorporating smart contracts

deployed on a public DLT to regulate access to the ACN whilst
maintaining its permissionless entry feature.

4.6 Limits to point-to-point message-based
communication

The ACN is designed around a bilateral message-based interaction
paradigm. As such, message broad-casting and flooding is not sup-
ported as a primitive. However, multi-lateral interactions, including
broadcasting to a set of known agents and gossiping [46], can be im-
plemented utilising the bilateral primitives. Feed-based interactions
are equally implementable as a higher level abstraction.

4.7 Advanced Search and Discovery
In principle, a DHT can be used to store arbitrary data. An example
of such usage of a DHT is the IPFS system [22]. In the ACN, the use
of the DHT is limited to recording associations between agent and
peer ids and service discovery is assumed to be provided a separate
service.

For some use-cases it might be useful to express a finite number
of agent types on the DHT level and therefore add a further associa-
tion between agent id and agent type to the DHT. This functionality
would potentially be useful to provide a simplistic discovery ser-
vice. However, it is also open to misuse as agent types cannot be
independently verified.

4.8 Permissioned usage
In principle, the ACN can be operated in a permissioned manner if
peers are endowed with access lists, for instance. Such a permis-
sioned network can serve managed agent economies.

5 CONCLUSION
This work introduces a self-contained system for address-based
agent lookup using a distributed hash table. The system is operated
by peers in a decentralized manner with permissionless entry. Trust
and security are enabled by using public cryptography (TLS/HTTPS
with pre-shared public keys). The solution allows for flexible de-
ployment and control over available resources, using a multi-tier
architecture. It is suitable for use with heterogeneous agent imple-
mentations and applications [9, 10, 29, 34]. The benchmark demon-
strates that the current implementation is performant and scalable
and that the system design is feasible. At the time of publication, the
system is deployed on the public Internet and continuously used
by several thousand agents in production. Preliminary discussions
confirm a largely incentive compatible design. However, further
work needs to be undertaken to ensure the incentives of system
participants are aligned in all cases.
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