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ABSTRACT
We model interpretive blindness, a type of epistemic bias that poses
a problem for learning from testimony, in which one acquires infor-
mation from text or conversation but lacks direct access to ground
truth. Interpretive blindness arises when a co-dependence between
background beliefs and interpretation leads to a dynamic process
of bias hardening that impedes or precludes learning. We argue
that when bodies of data are argumentatively complete, even con-
straints from hierarchical Bayesian learning designed to promote
good epistemic practices will fail to stop interpretive blindness.
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1 INTRODUCTION
In this paper, we introduce and analyze interpretive blindness, a type
of epistemic bias exemplified by humans that has not yet, as far as
we know, been theoretically examined. Interpretive blindness is a
special problem for learning from testimony, in which one acquires
information or data about some phenomenon 𝑃 from, say, books,
news outlets, social media or conversation, without having direct
access to 𝑃 . Learning from testimony requires not only trusting
the source that conveys and promotes the testimony but also being
biased towards some sources more than others, so that a learner
can make a decision in the face of conflicting bodies of testimony.
Restricting one’s attention to a limited set of sources, however, leads
all too easily to the hardening of one’s biases towards those sources
in such a way that a learner becomes effectively blind to bodies of
testimony that are incompatible with or not entailed by the bodies
of testimony promoted by one’s favored sources.

Interpretive blindness results from a dynamic, iterative process
whereby a learner’s background beliefs and biases lead her to update
her beliefs based on a body of testimony𝑇 , and then biases inherent
in𝑇 come back to reinforce her beliefs and her trust in𝑇 ’s source(s),
further biasing her towards these sources for future updates. It is
related to the framing biases of [14, 15] and to confirmation bias
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[5, 10, 12, 13], in which agents interpret new evidence in a way
that confirms their beliefs. These forms of bias, however, concern
how beliefs and bias influence interpretation, painting only part of
the picture of interpretive bias (see also [3]). Our interest here is in
how performing a Bayesian update of one’s beliefs based on a given
interpretation of a body of data can engender bias hardening and
preclude learning: when confronted with evidence that contradicts
their beliefs, interpretively blind agents will discount it outright,
no matter how reasonable or well-founded it might be.

2 DEFINING INTERPRETIVE BLINDNESS
A body of testimony 𝑇 is a collection of information conveyed by
a given source 𝑠 such as The New York Times, Fox News, Facebook,
4Chan, or a particular individual or set of individuals. Such bodies
of information are dynamic in that they evolve over time as they
are updated with new facts and events. In other words, 𝑇 comes
in “stages”, so that 𝑇 = {𝑇1,𝑇2, ...,𝑇𝑛, ...}, where stages might be
defined by times or even conversational turns, and each stage 𝑇𝑖 is
the body of evidence accumulated up to stage 𝑖 .

Learning from a body of testimony 𝑇 with source 𝑠 requires a
learner 𝑓 to judge 𝑇 as credible, a judgment that will depend on
𝑠’s evaluation of 𝑇 (whether 𝑠 promotes or challenges 𝑇 ), as well
as 𝑓 ’s antecedent hypotheses about 𝑠 . Let H be a set of evaluation
hypotheses, where each 𝔥 ∈ H gives the evaluation of a set T of
bodies of testimony 𝑇 relative to a source 𝑠 . 𝔥 ∈ H defines a con-
ditional probability 𝑃 (𝑇 |𝔥) for 𝑇 ∈ T , which we will sometimes
write as 𝔥(𝑇 ), where 𝔥(𝑇 ) = 0 means𝑇 is untrustworthy according
to 𝔥, and 𝔥(𝑇 ) = 1 means 𝑇 is trustworthy (𝑠 fully endorses 𝑇 ). Fol-
lowing Wolpert’s 2018 extended Bayesian framework, our learner
𝑓 updates his belief in 𝑇 relative to H .

Our learner 𝑓 will have a probability distribution over his evalu-
ation hypothesesH . Given the co-dependence of beliefs and evi-
dence, this distribution is updated relative to the stages of 𝑇 as it
develops. This is intuitive; the testimony𝑇 should serve as evidence
upon which 𝑓 updates his beliefs, including his judgment about
the source of 𝑇 . But the co-dependence tells us that 𝑓 updates his
confidence in𝑇 via these updated beliefs. Let E𝑛 (𝔥𝑖 ) be the expected
value of 𝔥𝑖 after conditionalizing on 𝑇𝑛 , i.e. 𝑃 (𝔥𝑖 |𝑇𝑛) and E𝑛 (𝑇 ) the
expected marginal value of 𝑇 after n updates—i.e., Σ𝔥∈H𝑃 (𝑇𝑛 |𝔥).

Proposition 1. Suppose 𝑇 = {𝑇1,𝑇2, ...,𝑇𝑛, ...} is a dynamic body
of evidence, with a set of hypotheses H = {𝔥1, 𝔥2, ...𝔥𝑘 : 𝑇 →
[0, 1] for 𝑇 ∈ T } with 𝑃 (𝑇𝑖 |𝔥1) = 1 and 𝔥1 with non zero prob-
ability. Under certain mild assumptions about 𝔥𝑘 ∈ H and the
probability distribution over H , for 𝑇 ≠ 𝑇 ′, iterated updating of

Extended Abstract AAMAS 2021, May 3-7, 2021, Online

1449



probabilities over H based on 𝑇𝑖 yields:

As 𝑛 → ∞, E𝑛 (𝑇 ′) → 0 and E𝑛 (𝑇 ) → 1.

Proposition 1 captures interpretive blindness: through iterative
updating given the codependence of beliefs and interpretation, 𝑓
has put all of its subjective probability mass on a set of evaluation
hypotheses that count only some bodies of evidence trustworthy.

Interpretive blindness precludes learning from any other body
of evidence that is not promoted by one’s favored sources. To learn
a hypothesis ℎ, 𝑓 ’s estimation of ℎ at some stage should be closer to
the objective or ideal assignment (posterior) ℎ𝑝 to ℎ, than her prior
probability for ℎ. Similarly for marginal probabilities: 𝐸𝑛 (𝑥) should
track 𝑥𝑝 , the posterior of 𝑥 , given a random sampling of data 𝑥 ∈
𝑋 . We consider loss functions L(𝐸𝑛 (ℎ), ℎ𝑝 ) and L(𝐸𝑛 (𝑥), 𝑥𝑝 ). The
greater divergence between the ideal posterior probability and the
Bayesian subjective estimation of that probability, the worse will be
the score for 𝑓 ’s learning. We say that 𝑓 cannot learn ℎ if additional
evidence does not eventually decrease loss; i.e. we cannot show
𝑙𝑖𝑚𝑛→∞L(E𝑛 (ℎ), ℎ𝑝 ) < L(𝐸0 (ℎ), ℎ𝑝 ).

Proposition 2. Let 𝑓 be a Bayesian learner with source functions
and bodies of evidence 𝑇 , 𝑇 ′ as in Proposition 1 and suppose all
evidence 𝑒 confirming a hypothesis ℎ is such that𝑇 ′ |= 𝑒 . Then 𝑓 is
incapable of learning ℎ.

3 HIERARCHICAL BAYESIAN LEARNING
Being interpretively blind to a body of testimony𝑇 ′ might not be a
problem if𝑇 ′ is one that 𝑓 should discount (because, e.g., it contains
objective falsehoods). But to make sure 𝑓 does not discount relevant
evidence, we need to add constraints on 𝑓 ’s beliefs. Hierarchical
Bayesian models were designed to address this problem [7]. In
these models, a first order Bayesian learning model like the one
we have discussed in Section 2 has certain parameters; the one
parameter we have is our evaluation hypotheses providing the
reliability of testimony. At a second level of the hierarchy, we could
have a Bayesian learning model concerning evaluation hypotheses,
in which we could detail factors that would allow us to estimate
reliably the accuracy of an evaluation hypothesis. Factors like the
consistency or the predictive accuracy of a testimony source might
be important, or the extent to which testimony from other sources
agrees with its content. A third level could then involve constraints
on those constraints or arguments for the second level constraints.

Simply requiring evaluation hypotheses that obey exogenous
constraints, however, begs the question of why 𝑓 should accept
them. A body of testimony 𝑇 can be argumentatively complete,
meaning that it can explicitly respond to and argue with any doubts
raised by data in conflict with 𝑇 that might attack 𝑇 ’s credibility.
A skillful climate denier, for example, will always find a way to
undercut the most scientifically careful argument, if only by attack-
ing the reliability of the source of the argument. Argumentatively
complete testimony makes learning—and, as a result, teaching and
persuading—impossible in certain cases. We formally develop this
notion in [2] to define an argumentatively complete body of testi-
mony and to prove our main result, which we provide here:

Proposition 3. Suppose 𝑇 is argumentatively complete. Let 𝑓 be
a Higher Order Bayesian learner whose evaluation hypotheses: are

coherent, make 𝑇 potentially trustworthy and are updated on 𝑇 . If
for 𝑇 ′ ≠ 𝑇 , 𝑇 ′ confirms a hypothesis 𝔥 that 𝑇 does not, then 𝑓 is
incapable of learning 𝔥.

It is clear what has gone wrong: 𝑓 should impose constraints
on the evaluation hypotheses H that would minimize the losses
L(E𝑛 (ℎ), ℎ𝑝 ) and L(𝐸𝑛 (𝑥), 𝑥𝑝 ) of Proposition 2, but with belief
based only on testimony, 𝑓 will not have access toℎ𝑝 or to 𝑥𝑝 . In the
face of testimony𝑇 ′ that contradicts𝑇 , 𝑓 should, as a good Bayesian,
conditionalize on𝑇 ′, yet given that𝑇 and𝑇 ′ rely on sources, it’s not
obvious which should be used to revise one’s beliefs: the familiar
body of evidence or evidence posed by another source that might
not be trustworthy. Ideally, 𝑓 would investigate the inconsistencies
in 𝑇 ∪𝑇 ′ and find other evidence that confirms or disconfirms 𝑇
or 𝑇 ′. But that might not be possible, and in any case, 𝑇 provides
ready-made arguments for rejecting any 𝑇 ′ distinct from 𝑇 .

Proposition 3 should generalize to other frameworks: [16] ar-
gues that PAC, Statistical Physics Framework, VC, and supervised
Bayesian learning are different instantiations of an extended Bayesian
formalism, which is a slight extension of our framework.

[2] gives the formal details of the concepts presented here and
develops a game theoretic framework to investigate the complexity
of interpretive blindness, with suggestions for how to escape it.

4 COMPARISONS TO PRIORWORK
Interpretive blindness is an epistemological bias, and in particular,
a kind of iterated confirmation bias [10, 12, 13] brought on by the
natural co-dependence of beliefs and interpretation of evidence.
Unlike much of the psychological literature which finds epistemo-
logically exogenous justifications for this bias [5], however, we
have shown how interpretive blindness is a natural outcome of
Bayesian updating, rational resource management and the belief
interpretation co-dependence. As far as we know, this phenomenon
has not been studied with rigorous techniques beforehand.

Interpretive blindness is also related to work on generalization.
Epistemic biases affect generalization and learning capacity in ways
that are still not fully understood [8, 9, 11, 17]. Work on argumen-
tation [1, 6] is also relevant to interpretive blindness, and there
are important connections to the literature on trust [4]; in our
set up, learning agents trust certain sources over others, and our
higher order setting invokes a hierarchy of reasons. Nevertheless,
argumentation and trust-based work of which we are aware is com-
plementary to our approach. An argumentation framework takes
a possibly inconsistent belief base and imposes a static constraint
on inference in such a setting. Similarly, trust is typically modeled
in some sort of static modal framework. By contrast, we have ar-
gued that interpretive blindness results from the dynamic nature
of the Bayesian framework, with beliefs evolving under changing
evidence. It is this dynamic evolution that is crucial to our main
points and, we think, to modeling agents and learning. In sum,
we are not looking at the problem of consistency, but rather the
problems of entrenchment and bias.
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