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ABSTRACT
In recent years, machine learning (ML) models have been success-
fully applied in a variety of real-world applications. However, they
are often complex and incomprehensible to human users. This can
decrease trust in their outputs and render their usage in critical
settings ethically problematic. As a result, several methods for ex-
plaining such ML models have been proposed recently, in particular
for black-box models such as deep neural networks (NNs). Nev-
ertheless, these methods predominantly explain outputs in terms
of inputs, disregarding the inner workings of the ML model com-
puting those outputs. We present Argflow, a toolkit enabling the
generation of a variety of ‘deep’ argumentative explanations (DAXs)
for outputs of NNs on classification tasks.
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1 INTRODUCTION
Recently, machine learning (ML) has been successfully applied in a
variety of real-world settings, including self-driving cars, automated
translation, diagnostic engines, or job applicant screening. In many
such deployments (e.g. in healthcare), understanding why certain
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outputs are generated can be critical. Explanations of ML systems
may also be needed to assess the presence of algorithmic bias.

For some ML models, such as decision trees, generating expla-
nations is relatively straightforward; one may say that they are
intrinsically interpretable. However, for some ML models, and in
particular those based onmodernmachine learning algorithms such
as deep artificial neural networks (NNs), it is often difficult to un-
derstand why a certain output is generated, even for experts in ML.
The development of methods and systems for extracting human-
interpretable descriptions of black-box model behaviour such as
NNs has thus recently received much attention in the field of ex-
plainable artificial intelligence (XAI), e.g. with post-hoc approaches
for explanation. These include feature importance methods (such
as LIME [8] and GradCAM [9]), prototype-based methods (such as
activation maximisation [3]), model extraction (such as [2]) and
counterfactual explanations (such as [10]). However, the majority of
research has hitherto focused on explaining the output of machine
learning models solely in terms of the input, without providing
intuition regarding the models’ inner workings.

Recently, a novel method of deep argumentative explanations
(DAXs) has been proposed, drawing ideas from computational ar-
gumentation [1]. The advantage of DAXs over previous methods
is that it constructs ‘deep’ explanations that reflect the internal
influence structure of a model. In a convolutional neural network
(CNN), this may correspond to how the detection of lower level
features (such as linguistic or facial features) influence the detec-
tion of higher level features (such as text or face classification).
Moreover, as the concepts of debating and argumentation are gen-
erally well-understood by human users, the explanations generated
by computational argumentation can often be more intuitive than
explanations generated using other methods. The overall DAX
methodology is summarised in Figure 1. This involves constructing
an influence graph (Step 1), converting it to a generalised argumen-
tation framework (GAF) (Step 2) and then displaying the GAF to



https://gitlab.com/argflow
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