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ABSTRACT

Hand-crafting accurate heuristics for optimization problems is often costly due to requiring expert knowledge and time-consuming parameter tuning. Automating this procedure using machine learning has in recent years shown great promise. However, a large number of important problem classes remain unexplored. This paper investigates one such class by exploring learning-based methods for generating heuristics to perform value-maximizing combinatorial assignment (the partitioning of elements among alternatives). In more detail, we use machine learning leveraged by generating and optimally solving subproblems to produce heuristics that can, for example, be used with search algorithms to find feasible solutions of higher quality more quickly. Our results show that our learned heuristics outperform the state of the art in several benchmarks.
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1 INTRODUCTION

A fundamental challenge in computer science is that of designing different types of cost-effective, scalable assignment algorithms. We consider a highly challenging and general problem of this type, namely that of utilitarian combinatorial assignment (UCA), in which indivisible elements (e.g., sensors, goods, agents) have to be distributed in bundles (pairwise disjoint subsets) among a set of alternatives (e.g., targets, buyers, jobs) to maximize a notion of aggregated expected utility. This is a central problem in artificial intelligence (AI), operations research (OR), and game theory (GT); with applications in for example task/resource allocation [1, 9, 32], combinatorial auctions [40], multi-target tracking and sensor fusion [10], and team/coalition formation [32].

Unfortunately, this problem is computationally difficult—even under limiting restrictions. The state-of-the-art algorithms can only compute optima to problems with extremely few elements (up to roughly 25) [33]. Moreover, for concisely defined problems, we show that, unless $P=NP$, there exists no polynomial-time approximation algorithm\(^1\) that can find a feasible solution (a potentially sub-optimal assignment) with a provably good worst-case ratio (i.e., the returned output is within some multiplicative factor of the optimum). In light of this, it is important to experimentally investigate if, when and how heuristic algorithms that do not provide worst-case ratio guarantees can generate feasible solutions of high-enough quality for problems with large-scale inputs and limited computation budgets. However, manually designing accurate heuristics, and deciding which one to use for a specific situation—in essence solving the algorithm selection problem manually [38]—can be extremely costly due to requiring both expert knowledge and tuning the heuristics’ parameters. For similar reasons, existing heuristics tend to not perform well because they are not able to exploit the problem’s underlying distribution in a satisfying manner. In essence, to challenge the state of the art without learning, one would have to manually design a new heuristic for every problem type and/or application. Instead, we circumvent this issue by creating a general-purpose method that learns to exploit a combinatorial assignment problem instance’s underlying distribution without any a priori knowledge of it.

Automating similar procedures with learning methods has in recent years shown great promise for many types of problems, including (but not limited to) route-finding [11, 20], graph problems [19], boolean satisfiability [54], and tree search [28]. Moreover, heuristic search with a learned heuristic has achieved super-human performance in playing many difficult games with massive state spaces. A key problem in solving such games is to have a sufficiently good approximation of the expected utility one can achieve from any state. Progress within the deep learning field with multi-layered neural networks has made learning such an approximation possible in a number of settings [22, 47], but many remain unexplored.

\(^1\)An approximation algorithm is one that yields some provable a priori guarantee on the quality of its output, such as on the distance of its output to optimal or the ground truth. In contrast, e.g., neural networks, while powerful in many applications, are function approximators that, in general, yield no approximation guarantees.
In a similar vein to these examples, we investigate and develop the first general-purpose learning-based method for generating heuristics for combinatorial assignment problems. We also present theoretical and experimental foundations for using function approximators, such as neural networks, to solve combinatorial assignment problems. More specifically, our main contributions include:

- We are the first to explore and provide a method for generating UCA heuristics. This work includes i) a novel training regime reminiscent of curriculum learning [3] and problem reduction machine learning (see e.g., [48]), with which we are the first to use an optimal solver to compute optimal solutions to smaller "subproblems" that we aggregate to predict optimal solutions for the full problem; ii) a general method for generating UCA training data; and iii) a configuration for using a state-of-the-art gradient boosted decision trees method in addition to two easy-to-implement neural network architectures for performing heuristic UCA.

- We benchmark our learning method on several problem instances, and show that the heuristics it generates outperform the state of the art in several standardized, difficult tests.

The remainder of this paper is structured as follows. We begin by presenting related work in Section 2. Then, in Section 3, we define important concepts and discuss UCA’s computational hardness. In Section 4, we describe our method. In Section 5, we present our experiments. Finally, in Section 6, we conclude with a summary.

2 RELATED WORK

The most studied UCA applications can be divided into three areas, and the most related combinatorial optimization problems in them can be summarized as follows.

- **In AI:** Coalition structure generation (CSG). A variation of UCA in which we seek to generate a number of value-maximizing agent groups. However, CSG does not model alternatives explicitly, which arguably makes CSG less suitable for alternative-oriented situations, e.g., when each group of agents should be assigned to achieve a specific goal. [36]

- **In OR:** The generalized assignment problem (GAP). In the GAP, each alternative has a capacity, and the value function (defined in Section 3) is additive, so there cannot be any synergies between the elements. The GAP is for these reasons more similar to knapsack problems, and the lack of synergies makes the problem easier from a computational perspective since it yields approximability. It is also a special case of UCA, so heuristics for UCA can be used for the GAP (we explore this in Section 5). [6]

- **In GT:** The winner determination problem (WDP). This is a variation of UCA for which only a subset of the bundles are allowed. These are given as a list of explicit "bids" that reveal how much a variation of UCA for which only a subset of the bundles are allowed. These are given as a list of explicit "bids" that reveal how much a
Moreover, we overload \( V(P) = \sum_{i=1}^{m} v(B_i, i) \) to also denote the value of a partial assignment (Definition 2) \( P = (B_1, \ldots, B_m) \), and define \( ||P|| = \sum_{i=1}^{m} |B_i| \). (Note that we deliberately define the concept of a partial assignment so that a combinatorial assignment over \( E \) is also a partial assignment over \( E \).) We also use \( \Pi_E \) for the set of all combinatorial assignments over \( E \), and define \( \Pi_E^k = \{C \in \Pi_E : |C| = k\} \) for \( k \in \{1, \ldots, m\} \). We use the conventions \( n = |E| \) and \( m = |A| \), and say that a combinatorial assignment \( C^* \) is \textit{optimal} if and only if:

\[
V(C^*) = \max_{C \in \Pi_E^k} V(C).
\]

**Definition 2.** \( C \) is a partial assignment over \( E \) if \( C \) is a combinatorial assignment over any \( E' \subseteq E \).

While [31] already proved UCA’s NP-hardness by a reduction from CSG to simultaneous coalition structure generation and assignment, we now prove that UCA is also hard to approximate. This rules out approximation algorithms with solution guarantees as a general-purpose option for UCA, since it provides evidence that we are not able to construct a method that can generate a solution of sufficiently high quality for all UCA instances in polynomial time. This further motivates our quest to explore machine learning, since it may enable us to handle many more problem classes without requiring human intervention to analyze what heuristics best suit a specific type of problem class (e.g., value distribution), or a specific application (e.g., multi-vehicle routing).

A first observation is that the size of the input for arbitrary UCA problems is exponential in the number of elements. More specifically, to specify an arbitrary value function you need, in worst case, \( m^2n \) entries dedicated for it in the input. Using dynamic programming, one can find optimum in \( O(m3^n) \) [33]. This is exponential in \( n \), but polynomial in the input’s size \( O(m2^n) \), since:

\[
m3^n = m2^{(\log_2 3)n} = m(2n)^{\log_3 2}.
\]

Suppose we only gave \( k < m^2n \) of the value function’s entries explicitly instead, and define the remaining values concisely (for example as an arbitrary value)—then, can we construct a polynomial-time approximation algorithm with provably good worst-case guarantees? This is unfortunately not possible, unless \( P = NP \), as stated by Theorem 1. (Note that the same result can also be achieved through a reduction from the APX-hard WIS problem, as proved by Theorem 1’s proof is that UCA is also APX-hard.) A corollary of Theorem 1’s proof is that UCA is also APX-hard.)

**Theorem 1 (Inapproximability).** Unless \( P = NP \), there is no polynomial-time algorithm that approximates UCA to a ratio of \( c \leq k^{1-\epsilon} \) for any \( \epsilon > 0 \), where \( k \) is the number of values in the input.\footnote{The complexity class APX is the set of optimization problems in NP that can be approximated with an approximation guarantee that is bounded by a constant.}

**Proof.** We follow a similar proof procedure as the one that [39] provided for their combinatorial auction winner determination inapproximability result, with the difference that we alter their \textit{weighted independent set} (WIS) reduction so that it works for UCA. First, recall that in the WIS problem, the input is an undirected graph with weighted vertices, and the output is an independent set (a subset of the vertices that are pairwise non-adjacent) with maximum aggregated weight. With this in mind, for sake of contradiction, assume that there exists a poly-time algorithm that approximates UCA to a ratio \( c \leq k^{1-\epsilon} \). Then, that algorithm could be used to \( c \)-approximate the WIS problem in polynomial time. This can be shown through the following approximation-preserving polynomial-time reduction from the WIS to UCA. First, create one element for each edge and one alternative for each vertex in the graph. Let \( I(a) \) be the set of elements that represent an edge \textit{incident} to the vertex represented by the alternative \( a \). Define \( v(B, a) \) (UCA’s value function) to be equal to the weight of the vertex represented by \( a \) if the bundle \( B = I(a) \), and 0 otherwise. This completes the reduction, which means that the algorithm can also \( c \)-approximate the independent set problem in polynomial time, and can then also \( c \)-approximate the maximum clique problem. This leads to a contradiction, since [13] and [55] showed that, unless \( P = NP \), there exists no algorithm that can always establish such a bound in polynomial time. □

**Theorem 2 (APX-hardness).** UCA is APX-hard.

**Proof.** This follows from Theorem 1’s proof, which provides a linear reduction from an APX-hard problem to UCA. □

A final note is that UCA and CSG are problems that can be converted into each other in polynomial time with only a polynomial increase in the input size. From a complexity perspective, the general cases of these problems are in this sense equivalent. However, these conversions greatly affect the problems’ search spaces (i.e., their sizes and distributions), and algorithms designed for e.g., CSG can in practice be extremely inefficient for UCA, and vice versa.

**4 GENERATING HEURISTICS**

In an attempt to counter UCA’s inapproximability, and to formally express our machine learning approach to generating heuristics for UCA, first let \( \langle e'_1, \ldots, e'_n \rangle \) be any permutation of \( E \), and define:

\[
V^*(C) = \begin{cases} 
V(C) & \text{if } ||C|| = n \\
\max_{C' \in \Xi(C, \langle e'_1, \ldots, e'_{||C||} \rangle)} V^*(C') & \text{otherwise}
\end{cases},
\]

where

\[
\Xi(\langle B_1, \ldots, B_m \rangle, e) = \bigcup_{i=1}^{m} (B_1, \ldots, B_i \cup \{e\}, \ldots, B_m),
\]

and \( C \) is a combinatorial assignment over \( \langle e'_1, \ldots, e'_{||C||} \rangle \), where \( ||C|| \leq n \). As a consequence of Theorem 3, UCA boils down to computing recurrence (1). One of the main goals of this paper is to investigate approximating this recurrence. Such approximations can then be used in conjunction with tree/graph search algorithms such as Monte Carlo tree search, for example in a similar fashion as [47] did for solving difficult board games.
Theorem 3 (Optimal Substructure). If \( P = (B_1, \ldots, B_m) \) is a partial assignment over \( E \), it holds that \( V^* (P) = \max_{C \in \Psi} V(C) \), where \( \Psi = \{ (B'_1, \ldots, B'_m) \in \Pi^m_E : B_i \subseteq B'_i \text{ for } i = 1, \ldots, m \} \).

Proof. This result follows directly by induction. \( \square \)

Our approach can thus be viewed as treating a partial assignment over \( E \) as a "state", and UCA as the decision-making problem where we want to assign the unassigned elements in a way that results in an assignment that maximizes the expected value. Our approximators attempt to estimate the maximum possible "gain" from a specific partial assignment without conducting costly look-ahead.

Note that if we sequentially assign any remaining unassigned elements, Theorem 3 reveals one way in which UCA relates to dynamic programming and reinforcement learning, since we are then in essence trying to approximate the Q-function for a sequential decision-making problem. Of course, this type of ordering is entirely artificial, but it can be exploited by certain heuristic methods, such as the ones proposed in [31]. For the same reason, i.e. since UCA is not sequential, we expect architectures such as recurrent neural networks and pointer networks [49] to perform worse than their non-sequential (e.g., feedforward) counterparts. Section 5 includes experiments that corroborate this hypothesis.

Heuristic Function Models

A key question that arises from the previous section is: which learning-based function approximator (e.g., architecture/method) is the one that is most suitable for approximating (1)? Naturally, the answer depends on the context, such as the value function’s distribution, the problem’s input size, and the time available for training. Thus, as a proof of concept to show that our approach to generating UCA heuristics works, we attempt to approximate (1) using different types of approximators and benchmark them against the state-of-the-art general-purpose heuristics. We provide architectures for two neural networks that can be used for UCA: i) a deep feedforward neural network (FNN), and ii) a recurrent neural network (RNN). In addition, we also use a state-of-the-art gradient boosting decision trees method. If our approximators outperform the state of the art, we expect there to exist more specialized approximators that yield even better results, which can be explored further in future work.

Note that the artificially constructed partial assignment representations that we use henceforth are not (semantically) tabular in the conventional sense, such as in the data sets in for example [17] or [46]. Similar to a natural image, there are no explicit meaningful features in either our rows, columns or the matrix elements. However, as opposed to a typical natural image or coordinate frame, no trivial locality or smoothness in the input space is guaranteed (or expected). Consequently, it is likely challenging to design useful kernels, or similarity measures, for kernel-based or non-parametric methods. A main motivation of our work is to avoid such handcrafted in-depth heuristic design for every interesting domain.

Feedforward Neural Network. Our first approximation for (1) uses a \( \theta \)-parameterized fully connected deep neural network \( d_\theta(P) \):

\[
d_\theta(P) \approx V^*(P),
\]

where \( P \) is a partial assignment. This network uses ReLU [22] activation functions and a parametric number \( d \) of \( w \)-wide hidden layers. The input is of size \( mn+1 \) and consists of a vectorized binary assignment-matrix representation of \( P \) (Definition 3), for which each row \( j \) is the one-hot encoding of element \( e_j \)'s assignment, together with a scalar equal to its value \( V(P) \).

Definition 3. The binary assignment matrix of a partial assignment \((B_1, \ldots, B_m)\) over \( \{e_1, \ldots, e_n\}\) is the \( n \times m \) matrix \( [x_{i,j}] \), where \( x_{i,j} = 1 \) if \( e_j \in B_i \), and \( x_{i,j} = 0 \) otherwise.

Recurrent Neural Network. Our second approximator consists of a RNN \( r_\theta(P) \) with parameters \( \theta \) that approximates (1) as follows:

\[
r_\theta(P) \approx V^*(P),
\]

where \( P = (B_1, \ldots, B_m) \) is a partial assignment. It sequentially feeds triples \( (T_1, \ldots, T_{[P]}{\|}) \) to a recurrent network with hidden states of dimension \( w \). Each triple \( T_i = (\alpha_i, \beta_i, \delta_i) \) consists of:

- an element \( \alpha_i \in \bigcup_{j=1}^{m} B_j \), with \( \alpha_i \neq \alpha_k \) for \( i \neq k \);
- the alternative \( \beta_i \in A \) for which \( \alpha_i \in B_{\beta_i} \); and
- a value \( \delta_i \), which is the gain (Definition 4) of assigning \( \alpha_i \) to \( \beta_i \) over the partial assignment \( (Q_1, \ldots, Q_m) \), where

\[
Q_j = B_j \setminus \{ \alpha_i, \ldots, \alpha_{[P]}{\|} \}
\]

for \( j = 1, \ldots, m \). (So \( \alpha_i, \ldots, \alpha_{[P]}{\|} \) are left "unassigned").

The RNN’s output is then processed through a parametric number of fully-connected layers with ReLU activation functions.

Definition 4. The gain of assigning \( e \in E \) to \( a \in A \) over the partial assignment \( P = (P_1, \ldots, P_m) \) is defined as the value:

\[
V(P, P_a \cup \{e\}, \ldots, P_m) = V(P).
\]

To generate a set of such triples from a partial assignment \( P \), all one needs is an arbitrary permutation of the element set (which can be generated in \( O(n) \)), together with some basic, efficient computations to compute the triples’ different gains. This approach thus allows us to make use of every element’s precedent contribution. (Ideally, one would perhaps instead like to use all possible permutations of the element set and average over them—this is however, in general, an extremely costly computation, and involves what corresponds to computing all elements’ different Shapley values [44].)

Gradient Boosting Decision Trees. Our third approximator consists of the gradient boosting decision trees method XGBoost [8]. XGBoost and similar methods have shown great promise on certain domains, in particular on tabular data [17, 18, 45], where these methods often outperform deep neural networks. XGBoost has also achieved state-of-the-art results on a large number of different machine learning challenges [6].

We use an agent assignment vector (Definition 5), together with a scalar value (in the same manner as for the FNN), as input for XGBoost. This input characterization made XGBoost perform much better than when using a binary assignment matrix in early experiments, which was not the case for the FNN.

Definition 5. The agent assignment vector of a partial assignment \((B_1, \ldots, B_m)\) over \( \{e_1, \ldots, e_n\}\) is the \( n \)-sized vector \([x_j]\), where \( x_j = i \) if \( e_j \in B_i \), and \( x_j = 0 \) otherwise.
Training Paradigm
Our training procedure incorporates generating a data set \( \mathcal{D} \), split into training/validation sets (we use a 90%/10% split in our experiments), that consists of pairs \((P, V^*(P))\), with every \( P \) being a size-\( m \) partial assignment over \( E \). Each such pair’s partial assignment is randomly chosen from \( \Pi_{E_i}^m \), where \( E_i \subset E \) is a uniformly drawn subset from \( \{X \subseteq E : |X| = i\} \), for \( i = \tau - 1, \ldots, n - k \), where \( k \in \{1, \ldots, n - 1\} \) is a freely chosen training data parameter. In our experiments, \( \mathcal{D} \) consists of exactly 10\(^6\) such pairs for every \( i \), so \( |\mathcal{D}| = 10^9 \). Note that it is only tractable to compute \( V^* \) if \( k \) is kept small, since in such cases we only have to search a tree with depth \( k \) and branching factor \( m \) to compute \( V^* \). For this reason, we constrain ourselves to \( k = 10 \) in this work. We obtain the optimal values with the state-of-the-art optimal algorithm [33], which solves problems of small sizes (e.g., with \( n \leq 10 \)) in milliseconds. This way of generating training data directly from the problem itself—by exploiting the problem’s optimal substructure property—allows us to decide ourselves how much data we want to use for training, thus mitigating the machine learning data sparsity problem (i.e., the lack of sufficient training data).

For each function approximator \( f_\theta \)'s parameters \( \theta \) are then optimized over the training data to minimize:

\[
\mathbb{E}_{(P, V^*(P)) \sim \mathcal{D}} \left[ (V^*(P) - f_\theta(P))^2 \right].
\]

5 EVALUATION AND EXPERIMENTS
The main goals with our benchmarks are to investigate how different input sizes, value distributions, and function approximators affect our heuristic generation method, and how the generated heuristics compare to the state of the art. To accomplish these goals, and in accordance with established practices in combinatorial optimization, we benchmark our method with standard problem distributions that generate difficult problem instances for combinatorial assignment and weighted partitioning. We also introduce three application-focused benchmarks based on the three major domains for combinatorial assignment that we outlined in Section 2.

The first five distributions that we use for benchmarking are NPD (normal probability distribution), UPD (uniform probability distribution), SNPD (sparse NPD), SUPD (sparse UPD), and NRD (normal relational distribution). These generate some of the most difficult known problems for the state-of-the-art UCA solvers (see e.g., [31, 33]). Variations of them have also been used extensively to benchmark various approaches for solving a number of different problems related to UCA in operations research, algorithmic game theory, and multi-agent systems, including coalition formation and combinatorial auctions [27, 31–34, 37, 41, 50]. In more detail, they generate problem instances as follows:

- **NPD**: \( \sigma(B, a) \sim \mathcal{N}(\mu_1, \sigma^2) \);
- **UPD**: \( \sigma(B, a) \sim \mathcal{U}(0, 1) \);
- **SNPD**: \( \sigma(B, a) \sim \mathcal{N}(\mu_1, \sigma^2) \) with probability 0.01, otherwise draw \( \sigma(B, a) \sim \mathcal{N}(\mu_2, \sigma^2) \);
- **SUPD**: \( \sigma(B, a) \sim \mathcal{U}(0, 1) \) with probability 0.01, otherwise draw \( \sigma(B, a) \sim \mathcal{U}(0, 0.1) \); and
- **NRD**: \( \sigma(B, a) \sim \sum \{ (\sigma_1, \sigma_2) \in \mathcal{G} \} \frac{r(\sigma_1, \sigma_2)}{\sigma_1} \)

for all \( B \subseteq E \), and \( a \in A \), where \( \sigma = 0.1, \mu_1 = 1, \mu_2 = 0.1 \), and \( r(\sigma_1, \sigma_2, a) \sim \mathcal{N}(\mu_r, \sigma_r^2) \), with \( \mu_r = 0, \sigma_r = 0.1 \), for all \( e \in E \), \( (\sigma_1, \sigma_2) \in \mathcal{G} \), and \( a \in A \). Note that, out of these distributions, NRD is the only one that generates problem instances that can be represented in a size that is polynomial in the number of elements. More precisely, this requires \( O(n^2) \) memory per problem instance. Also, the class of problems with value functions that are representable concisely in this form is NP-hard [9]. Intuitively, if the elements are viewed as agents, and the alternatives as tasks, an interpretation of \( r(\sigma_1, \sigma_2, a) \) is that it represents how well the agent \( e_1 \in E \) can collaborate with \( e_2 \in E \) when performing task \( a \in A \); NRD simply assumes that this relation is normally distributed.

To make our experiments as exhaustive as possible, and to show that our approach works for several different types of applications, we also introduce three additional difficult distributions that emulate the GAP, the WDP, and the CSG problem (that we discussed thoroughly in Section 2). As a corollary, they illustrate how some important variations of these problems are related and reduces to each other via the UCA problem’s value function. We define these distributions, denoted GAPU (GAP uniform), WDPR (WDP random), and CSGU (CSG uniform), as follows:

- **GAPU**: \( \sigma(B, a) = \sum_{e \in E} \{ p(e, a) \} \) if \( \sum_{e \in E} \{ w(e, a) \} \leq c(a) \), \( \sigma(B, a) = 0 \) otherwise (exceeds capacity);
- **WDPR**: \( \sigma(B, a) = b(B, a) \); and
- **CSGU**: \( \sigma(B, a) = u(B) \);

for all \( B \subseteq E \), and \( a \in A \), where:

- (Capacity) \( c(a) \sim \mathcal{U}(0, 1/3) \);
- (Profit) \( p(e, a) \sim \mathcal{U}(0, 1) \);
- (Weight) \( w(e, a) \sim \mathcal{U}(1/3) \);
- (Bid price) \( b(B, a) \sim \mathcal{U}(0, 1) \) for 1000 (uniformly) random bundle-to-alternative draws (representing 1000 bids), else \( \sigma(B, a) = 0 \) (representing that the bid was not given); and
- (Alternative invariance) \( u(B) \sim \mathcal{U}(0, 1) \);

for all \( e \in E \), \( B \subseteq E \), and \( a \in A \). Problem instances generated with GAPU and WDPR can be stored compactly—we do not need an exponential number of values in the number of element to define them—and they correspond to highly difficult GAP and WDP instances that allow free disposal (i.e., elements can freely be thrown away). Note that WDPR is equivalent to the problem benchmark called random that was first proposed in [39] for combinatorial auctions. Finally, CSGU follows the reduction given in [31], thus corresponding to one of the more difficult CSG benchmark distributions proposed by [21], which was subsequently used in e.g., [35, 37] to benchmark some of the current state-of-the-art CSG algorithms.

**Benchmark Setup**
We generate a number of new test sets used solely for benchmarking. For each problem, we generate test sets \( T_i \) consisting of 20 random partial assignments over \( E \) with \( i \) unassigned elements, for \( i = 1, \ldots, n - 1 \). This enables us to benchmark how well our learned heuristic functions generalize to predicting the gain of unseen partial assignments, for which some even have fewer assigned elements than those that exist in the training/validation sets.

Note that while it would be interesting to gauge our learned approximators’ performances against other heuristics when the optimal cannot be obtained, this is not possible to do without first integrating the heuristics in a full-fledged solver. The reason for this is that there is no value to compare the heuristics’ prediction quality...
to unless the ground truth can be computed (which is not possible for large $n$). In other words, in such cases we cannot know which heuristic is best unless we use them to find a “complete” combinatorial assignment first. This would naturally require benchmarking the different heuristics with various algorithms, which we hope to do as future work. Also, for the same reason, it is at the moment not possible to benchmark against industry-grade solvers like for example Gurobi and CPLEX (which have already been shown to perform subpar compared to the state-of-the-art algorithm [33]). Note that another reason to not benchmark heuristics by integrating them in a solver is to avoid algorithm bias, i.e., the phenomenon that certain heuristics perform better with some algorithms—a well-known problem in heuristic design.

The heuristics that we benchmark against are based on the state-of-the-art UCA heuristics [31], namely a local search heuristic (abbreviated LS), and a hybrid local search/greedy heuristic (LSG for short). Both of them are myopic, and they outperform more advanced heuristics in all previously tried benchmarks. We also introduce and use two baseline (naïve) heuristics: PV, which uses a partial solution’s value as an approximation for (1), and RR, which assigns unassigned elements randomly and uses the value of the generated solution for the same purpose. Monte Carlo methods are often based on similar approaches. The worst-case execution times for single LS, LSG, PV, and RR predictions are $O(mn(g+1))$, $O(mn(g+1))$, $O(m)$, $O(n+m)$, respectively. The function $g(\alpha)$ represents the number of local improvements that are required for LS and LSG to reach local optima. In worst-case, $g(\alpha) \in O(m^n)$. However, in practice, $g(\alpha)$ is typically small. FNN, RNN, and XGBoost generate predictions in time $O(mn)$, $O(n)$, and $O(n)$, respectively. Moreover, our feedforward and recurrent neural networks, and the XGBoost model, are denoted FNN, RNN, and XGB in the graphs, respectively.

We re-train the function approximators for every new problem distribution. The approximators’ hyperparameters are optimized using Hyperopt [4] and 100 evaluations per problem instance. For XGBoost we use the same hyperparameter search space as the one used in [46]. A batch size of 32 was used for the neural networks, together with 100 epochs, and finding their hyperparameters took us 4 days, running 44 experiments concurrently. Our hyperparameter search space together with the final hyperparameters are presented in this paper’s Appendix.

The result of each experiment was produced by evaluating all heuristics on the different test sets’ partial assignments. To make sure that the heuristics competed on a similar computation budget, we allowed RR, LS, and LSG to run with random restarts until they had finished a number of iterations and consumed at least as much computation time as the FNN, the most promising network. The highest-valued prediction of these runs was then chosen as the final prediction. PV, the FNN/RNN, and XGB always make the same predictions for a given partial assignment, and thus cannot be used with random restarts in this fashion. Furthermore, unlike the other heuristics [31], their predictions are not a lower bound on the optimal value, and choosing the highest-valued prediction would therefore not be motivated.

The final result of each experiment was computed by taking the average of the resulting values from 10 runs. We plot the 95% confidence interval in all graphs. The neural networks were trained and benchmarked with the PyTorch 1.4.0 library (Python 3.6), while the other methods were implemented in C++17. All values for the synthetic problem sets were generated with methods from the C++ Standard Library. The gcc 9.3.0 compiler was used to compile all C++ code. The training and hyperparameter optimization ran on two Nvidia RTX 2080 Ti GPUs, while the experiments were conducted with an AMD 3950X 3.5GHz CPU, and 32GB memory. Our networks were evaluated on the CPU to compete on equal terms when computing run times.

**Results**

Figure 1 shows the results of our main benchmarks. In these benchmarks, we computed the mean squared error of the heuristics’ predictions to the ground truth on the different test sets. First, we can see a clear general trend that two of our learned heuristics, namely XGB and the FNN, outperform all other heuristics. This indicates that their execution times are motivated, since they provide significantly higher-quality predictions in equal or lower time than their competition. A notable exception is NRD, for which the state-of-the-art conventional heuristics outperform the learned ones, and CSGU, for which there is almost a tie. An important observation is that there is no distribution for which the FNN and XGB perform much worse than the state-of-the-art conventional heuristics—indicating that our heuristic generation paradigm is potentially suitable for many different combinatorial assignment problems, including those that can be represented concisely, such as the WDP and the GAP. Moreover, the sparse distributions are clearly much more difficult for all heuristics, which is not surprising due to their sparsity of high-valued bundles. A potential way to mitigate this for the learned heuristics is by calibrating their training data so that its partial assignments contain more high-valued bundles. A potential way to mitigate this for the learned heuristics is by calibrating their training data so that its partial assignments contain more high-valued bundles. Finally, we sum and take the average of all the mean squared errors for each benchmark in Table 1, where we see that the FNN and XGB greatly outperform their competition in a majority of the tests, most notably on problem instances generated with NPD, SNPD, and WDPFR. LS and LSG however outperform our learned heuristics on NRD and CSGU.

When the number of unassigned elements is similar to those used in the training data, the RNN exhibits similar performance as the FNN. However, outside this manifold, the RNN’s predictions quickly diverge from the ground truth. Seen from another perspective, the FNN generalizes surprisingly well outside of the training data distribution, while the RNN does not. This indicates that our matrix representation is more suitable (better) for our experiments than the RNN’s learned representation. A potential reason for this is that UCA is inherently invariant to the order for which the elements are assigned to an alternative, making it necessary for the RNN to learn order invariance to generalize well, effectively making the sequential nature of the RNN redundant at best.

Furthermore, our results show that the time required for optimally solving a problem far exceeds generating our training sets. We can see this by e.g., looking at the experiments that we ran on the GAPU distribution for $n = 25$—here, our generated heuristics greatly outperform the conventional heuristics, while the best optimal solvers are not able to solve such instances in feasible time.

Finally, to gauge the heuristics’ efficiency, we recorded their execution time for different distributions and numbers of unassigned elements.
Figure 1: Mean squared error of heuristic predictions to optimality against 1 to $n - 1$ unassigned elements for different problems with 10 alternatives. A lower value is better. An optimal heuristic has value zero and always yields an optimal solution if followed greedily. The columns represent tests with $n = 15$ (left), $n = 20$ (middle), and $n = 25$ (right), and the rows represent different problem instance distributions. A low mean squared error to the right of $\nu = 10$ (the shaded areas) shows generalization outside of the training distribution. The LSG heuristic is the current state of the art. (Note that for some distributions, we only use partial assignments with fewer unassigned elements than that of the value of $n$, making the graphs appear incomplete. Our training paradigm works for much larger $n$, but the state-of-the-art solver’s computational cost for optimally solving partial assignments past this point becomes prohibitively high, thus making it difficult for us to compute a mean squared error to optimality against ground-truth values.)
Table 1: Average (aggregated) mean squared error for all predictions to optimality for the various benchmarks. A lower value is better. The best value for each benchmark is marked in bold.

<table>
<thead>
<tr>
<th>Method</th>
<th>NPD</th>
<th>UPD</th>
<th>SNPD</th>
<th>SUPD</th>
<th>NRD</th>
<th>CSGU</th>
<th>GAPU</th>
<th>WDPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV</td>
<td>1.61</td>
<td>2.86</td>
<td>4.33</td>
<td>10.3</td>
<td>20.60</td>
<td>22.39</td>
<td>8.29</td>
<td>17.38</td>
</tr>
<tr>
<td>LS</td>
<td>0.024</td>
<td>0.09</td>
<td>0.29</td>
<td>0.03</td>
<td>0.13</td>
<td>0.12</td>
<td>1.34</td>
<td>3.06</td>
</tr>
<tr>
<td>LSG</td>
<td>0.026</td>
<td>0.07</td>
<td>0.22</td>
<td>0.03</td>
<td>0.08</td>
<td>0.06</td>
<td>1.34</td>
<td>2.97</td>
</tr>
<tr>
<td>RR</td>
<td>0.44</td>
<td>0.95</td>
<td>1.67</td>
<td>1.34</td>
<td>2.97</td>
<td>3.35</td>
<td>5.06</td>
<td>10.32</td>
</tr>
<tr>
<td>RNN</td>
<td>2.23</td>
<td>2.30</td>
<td>13.90</td>
<td>3.34</td>
<td>8.91</td>
<td>5.65</td>
<td>3.13</td>
<td>13.07</td>
</tr>
<tr>
<td>FNN</td>
<td>0.007</td>
<td>0.02</td>
<td>0.17</td>
<td>0.03</td>
<td>0.08</td>
<td>0.17</td>
<td>0.15</td>
<td>0.18</td>
</tr>
<tr>
<td>XGB</td>
<td>0.017</td>
<td>0.03</td>
<td>0.06</td>
<td>0.11</td>
<td>0.18</td>
<td>0.73</td>
<td>0.32</td>
<td>0.33</td>
</tr>
</tbody>
</table>

elements. Results for our largest problems with \( n = 25 \) are shown in Figure 2. Note that PV is not included, as its execution time is negligible. The networks are slower than the other heuristics by roughly one or two orders of magnitude. This was expected since all our experiments were made without any attempts to improve the computational efficiency of the networks—for example by minimizing the networks’ sizes, or removing redundant nodes. We also see that the execution times for RR, LS, and LSG increase with the number of unassigned elements. The RNN exhibits the inverse behaviour, since fewer assigned elements results in a shorter input sequence, while the FNN is unaffected. Furthermore, the neural networks differ between distributions due to changing hyperparameters. Our results were almost identical for the smaller (easier) problems.

6 SUMMARY AND CONCLUSIONS

We developed a general-purpose learning-based method leveraged by generating and optimally solving subproblems to produce heuristics that can be used for solving many combinatorial assignment problems. We ran benchmarks on a variety of different problem distributions, and showed that the heuristics our method generates outperform the state of the art. Our experiments also show that our training paradigm manages to make a neural network and a state-of-the-art ensemble method (i.e., XGBoost) generalize surprisingly well outside of the training set distribution. In addition, our method is highly scalable. It can for example be used on problem instances much larger than those that are used in our experiments, and it can run on relatively cheap hardware. It is also compatible with a large number of important problems, such as the generalized assignment problem, coalition structure generation, and the combinatorial auction winner determination problem.

For future work, we would like to investigate other machine learning methods, approximators, and architectures, including more specialized ones. An open question is what search algorithms our heuristics are best coupled with to solve full combinatorial assignment problems. Also, while there are synthetic problem sets that can be used for benchmarking like the standardized ones that we used, and for example the synthetic tests for combinatorial auctions provided by [27], there is a lack of real-world data sets that have been published. While [32] benchmarked their solver on a real-world strategy game, the data sets that they used are proprietary and not openly available. We therefore believe that it is important to publish real-world instances that the community can use for benchmarking with the aim to improve our understanding of the challenges that real-world combinatorial assignment problems entail. Finally, it would be interesting to apply our method to related combinatorial assignment problems, e.g., competitive instances such as [30].
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Figure 2: Time (in milliseconds) required to evaluate each heuristic on a single partial assignment with varying numbers of unassigned elements on problems with \( n = 25 \) and \( m = 10 \). PV constantly takes approximately \( 10^{-4} \) milliseconds.