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ABSTRACT
A key challenge for robotic systems is to figure out the behavior of
another agent. The capability to draw correct inferences is crucial
to derive human behavior from examples.

Processing correct inferences is especially challenging when
(confounding) factors are not controlled experimentally (observa-
tional evidence). For this reason, robots that rely on inferences that
are correlational risk a biased interpretation of the evidence.

We propose equipping robots with the necessary tools to conduct
observational studies on people. Specifically, we propose and ex-
plore the feasibility of structural causal models with non-parametric
estimators to derive empirical estimates on hand behavior in the
context of object manipulation in a virtual kitchen scenario. In
particular, we focus on inferences under (the weaker) conditions
of partial confounding (the model covering only some factors) and
confront estimators with hundreds of samples instead of the typ-
ical order of thousands. Studying these conditions explores the
boundaries of the approach and its viability.

Despite the challenging conditions, the estimates inferred from
the validation data are correct. Moreover, these estimates are stable
against three refutation strategies where four estimators are in
agreement. Furthermore, the causal quantity for two individuals re-
veals the sensibility of the approach to detect positive and negative
effects.

The validity, stability, and explainability of the approach are
encouraging and serve as the foundation for further research.
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Figure 1: A robot observes a person set the table in a virtual
kitchen scenario: Why does this person sometimes choose
the left hand over the right? Does the proximity of the grasp
play a role in hand-selection? And if so, why?

1 INTRODUCTION
The potential benefits for robots observing human behaviors are
twofold. Having robots adopt people’s know-how has the poten-
tial to incorporate key knowledge for robust control systems in
workspaces that are made by and for human beings. In turn, robots
modeling human behavior are in a better position to anticipate a
person’s intention, thereby improving assistance in joint tasks. In
the same manner, robots adopting human behaviors act predictably
for their human counterpart.

At the age of two toddlers already display capabilities of reason-
ing over cause and effect [15]. Inferring the cause of effects is a
common capability in children, which enables them to understand
their surroundings by simple observation, including the actions
of other social agents [33]. Causal reasoning enables children to
observe the actions of other social agents and learn causal relation-
ships from probabilistic events [35].

We envision robots able to acquire knowledge simply by observ-
ing their surrounding as illustrated in Figure 1. To enable observa-
tional capabilities in robots that resemble those of children, requires
mechanizing inferences that are robust against bias.

Ignoring confounding bias (a.k.a. reversals) can invalidate infer-
ences in any domain [32]. For instance, reversals affect a random
uniformly distributed 2 × 2 × 2 table with a probability of 1/60
[25]. The probability that reversals would occur at random in path
models involving two predictors and one criterion variable is ap-
proximately ten percent [20].
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(a) Positive effect (b) Negative effect

Figure 2: Given identical data, Figure 2a and 2b show oppos-
ing conclusions when segregating and aggregating trends.
This confirms the existence of reversal in our data and mo-
tivates the effort to account for bias. This data is further de-
scribed in Table 1.

The data considered in this work is no exception to this. Figure 2
shows two opposing conclusions that are drawn on identical data.
The disagreement of segregated and aggregated trends confirms
the existence of reversal in the data considered here. Confounding
can be confronted with a model as suggested in [27] as approached
here. Section 2.2 further describes the data.

The main proposition of this paper is for the robots to, literally,
conduct observational studies.We propose causal inference to equip
robotic agents with the necessary observational skills. The central
question raised in this article is whether robots equipped with
capabilities to perform observational studies extract reliably and
transparently information from complex behavioral examples.

To this end, we take on the task to recover a non-trivial rela-
tionship on a few examples of hand-manipulation originating from
uncontrolled sources of evidence. This is essentially the challenge
children overcome when looking over to role models.

The steps required to equip robots with the necessary observa-
tional skills are introduced in Section 2.1 to 2.3. Subsequently, the
validity of inferences are verified (Section 3) and the stability of
effects tested (Section 4). Then, inferences target evidence from two
individuals whom are not influenced by any experimental design
(Section 5). Last, individual insights on hand behavior are then
presented (Section 6).

2 DRAWING CAUSAL CONCLUSIONS ON
OBSERVATIONAL EVIDENCE

One of the necessary capabilities to derive behavior from evidence
is for robots to draw causal conclusions. Because causal inferences
mitigate bias, conclusions are closer to the truth than the correla-
tional counterpart.

Drawing causal conclusions on uncontrolled evidence involves
three steps. Step 1 defines a model for hand manipulation (described
in Section 2.1), step 2 introduces the evidence on which inferences
are drawn (Section 2.2), and step 3 formalizes causal reasoning
(Section 2.3).

2.1 Step 1: Defining the Model
A graph encodes the model of hand manipulation as shown in
Figure 3. In this diagram the nodes represent potential factors that

affect hand manipulation, while arrows indicate the direction these
factors affect each other. For example, the arrow pointing from
hand-distance to hand-selection states that the former affects the
latter. Here, the choice of hand-selection refers to the hand, either
left or right, a person grasps an object with. Similarly, the choice
of hand-distance, either close or far from their body, refers to the
straight-line distance between the head and hand at the time the
person triggered a grasp.

surface-category (S)

surface-inside (SC)

hand-dominance (DO)

surface-sliding (SS)

object-volume (OV)

hand-distance (D) hand-selection (H)

object-category (O)

unobserved-confounders

Figure 3: A causal graphmodeling reach-to-grasp actions in-
cluding twohand decisions along other relevant factors. The
validation hypothesis of this work corresponds to the arrow
directed from hand-distance to hand-selection.

The arrows included in the causal graph are described as follows:
(1) Hand-distance on hand-selection: Hand selection occurs

according to object proximity. For example, when targeting
an object for which the left hand is closer than the right,
the left hand is chosen. This behavior is supported by the
kinesthetic hypothesis [11, 12].

(2) Object on hand-distance: The category of an object influ-
ences the distance a person would stretch their hand relative
to their body when grasping objects. For example, danger-
ous objects (eg. hot soup or a knife) are manipulated farther
away from the body than fragile objects.

(3) Object on hand-selection: The category of an object can
lead to the selection of a particular hand. For example, tools
like knives or spoons are typically held with the dominant
hand. [13, 22] show that the dominant hand crosses the
midline more often when a task involves the manipulation
of a tool.

(4) Surface on hand-distance: Surfaces can affect the distance
at which a personmanipulates objects. For example, handling
a pot on a hot stove lead to safety distance to avoid burns.

(5) Surface on hand-selection: Spatial layouts can lead to
hand selection. For example, a refrigerator’s door opens com-
fortably for the right hand but less for the left.

(6) Object-Volume (OV) on hand-selection: The volume of
objects can affect hand selection. Large objects, but still man-
ageable for a single hand, are likely handled with the more
dexterous hand. [30, 37] report that the non-dominant hand
is for smaller objects while the dominant hand for larger.
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(7) Object-Volume (OV) on hand-distance: The volume of
objects could affect the extent to which a person stretches
the arm. For instance, the handle of a frying pan could lead
to a near-body grasp.

(8) Surface-Sliding (SS) on hand-distance: Sliding surfaces
can affect the distance at which a person takes an object. For
example, when reaching into a sliding drawer, pulling the
drawer open could affect hand distance.

(9) Surface-Sliding (SS) onhand-selection: Surfaces that slide
can potentially drive hand selection. For example, prefer-
ences opening containers with a particular hand and reach
into the container with another or the same hand.

(10) Surface-Inside (SC) on hand-distance: Target objects lo-
cated inside of containers are harder to reach than those on
unconstrained surfaces. For example, reaching for a milk car-
ton stored deep inside the refrigerator demands stretching
the arm wide while on a table not.

(11) Surface-Inside (SC) on hand-selection: Targeting objects
placed inside of containers can lead hand-selection. For ex-
ample, when grabbing an object inside of a drawer, one hand
opens the drawer while other reaches into.

(12) Hand-dominance (DO) on hand-selection: The prefer-
ence of one hand over the other directly influences hand
selection. [5, 23] show that the dominant hand is preferred
for close to mid-line targets.

(13) Hand-dominance (DO) on hand-distance: The prefer-
ence on a particular hand could lead a person to extend
the dominant arm further away then than the non-dominant
thereby affecting the proximity at which an object is grasped.

The mechanization of causal inference [26] allows agents to
target any of the hypotheses (arrows) embedded in the graph in
Figure 3. This article covers one of them to validate the approach.

The question addressed in this work is whether hand-distance
drives hand-selection or not. This hypothesis involves two decisions
people make (unconsciously) when grasping objects with their
hands. In other words, the distance at which a person decides to
grasp an object (i.e. the arm extension) potentially affects the choice
of hand (i.e. left or right).

This question is challenging given that other factors could affect
(even simultaneously) the choice of hand. First, hand-selection could
be driven by hand-dominance as well as any of the other factors
modeled in the graph. Second, inferences have to deal with class
imbalances in raw data. Third, because not all confounding factors
are captured by our model, bias-free guarantees are compromised.
This is indicated explicitly in the graph by the node of unobserved
confounding in Figure 3. For instance, we have not modeled the
mental state of a person, which could play a relevant role in grasping
actions and therefore be driving change.

Note that arrows in causal graphs only state that a potential
influence exists, these do not assert certainty. Moreover, because
causal graphs do not impose any form of functional assumption
on the data-generating-process (e.g. linearity), models are expected
to transfer across scenarios. For example, the graph in Figure 3 is
expected to hold true for other actions than the modelled here, e.g.
placing.

In summary, to account for confounding in unconstrained ex-
amples of hand manipulation, we propose the model of Figure 3.
Among the many hypotheses this graph provides, the causal quan-
tity of hand-distance on hand-selection validates this work. Before
plugging this model into the machinery of causal inference, the
collection of evidence are introduced next.

2.2 Step 2: Collecting the Evidence
A headset and two hand controllers (VR-devices) track user motions
in three-dimensional space. A game engine (the unreal engine) is
responsible for logging streams of data and rendering a near photo-
realistic virtual kitchen scenario as shown in Figure 4. The gear
users employ to interact with the virtual environment are the HTC
Vive Pro and the original handheld controllers.

A headset and two hand controllers (VR devices) track user
motions in three-dimensional space. A game engine is responsible
for logging streams of data and rendering a near photo-realistic
virtual kitchen scenario (Figure 4). The gear users employ to interact
with the virtual environment are the HTC Vive Pro and the original
handheld controllers. With the tool described in [4], raw streams
of data are annotated with semantics such as collisions, changes
in object states and so on. Robots can then access the semantically
annotated data with [19]. The focus of this contribution is on the
processing of such data.

Figure 4: A table setting as experienced by the person in the
virtual kitchen. The last image in the sequence shows the
table set.

A table setting involves a person moving objects from one place
to another. This includes searching, transporting, and placing ob-
jects in the kitchen - opening and closing containers, and so forth.

The three collections of table settings considered in this work
employ the same recording equipment. Likewise, the virtual kitchen
layout, the initial position of objects, and the instruction to set
the table for breakfast are the same. However, each collection of
evidence differs considerably.

Data collection [28] was recorded with the purpose to study how
people arrange objects on the table (denoted here as Ds-1). The
dataset [17] studies the time spent setting the table under various
modalities (in short Ds-2). The collection of data Ds-v validates
this work. The key distinction is that Ds-1 and -2 originate from
uncontrolled evidence (described in Section 5), whereas Ds-v stems
from a controlled experiment (discussed in Section 3). Note that the
unit of analysis are not participants (only 3) but rather grasping
actions (order of hundreds).

Hand selection in each set of data is different in spatio-temporal
aspects such as the preference of objects selected for the breakfast,
the surfaces on which objects are placed, etc. The dashes in the
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summary Table 1 are evidence of such asymmetries across data
collections.

Features are either binary, categorical, or numeric as shown in
Table 1. The distance of a grasp (denoted by D) is measured when
the user triggers a grasp with the motion controllers. Hand-distance
is the only feature which requires a transformation because not all
selected estimators (introduced in the next section) support contin-
uous treatment values. Discretizing with a median split overcomes
this issue.

Amedian split over the straight-line distance between the tracked
headset and handheld VR-devices determines the distance. The re-
sulting splits for the validation set are (0.56, 0.77)meters for a close
grasp and (0.77, 0.85) meters for a distant grab. Likewise, for Ds-1
the bins corresponding to close/far are (0.59, 0.73) and (0.73, 0.92).
Similarly, the splits for Ds-2 are (0.47, 0.63) and (0.63, 0.77), corre-
spondingly. The frequencies for hand-distance are based on these
splits as shown in Table 1.

2.3 Step 3: Drawing Conclusions
To mechanize inferences a Structured Causal Model (SCM) [26] is
specified. The causal graph defined earlier in step 1 (Figure 3) is
plugged into the SCM.

Based on the selected hypothesis and on the graph topology, this
formalism derives the following (bias-free) expression also known
as the estimand [26]:

∂

∂D
(Expectation(H |O,OV , S, SS, SC)) (1)

The symbols of expression (1) correspond to the features in-
troduced in step 2 (Table 1). The treatment and outcome in this
expression are determined by the hypothesis, i.e. hand-selection
(H ) and hand-distance (D). The backdoor criterion [26] identifies
the remaining symbols as potential factors affecting the hypothesis.

The next element to define is the estimate reported in subsequent
sections. The causal estimate is defined by the mean conditional
average treatment effect (a.k.a. CATE mean):

E
[
Y ei ,t=1 − Y ei ,t=0 |Xi

]
(2)

where the outcome Y (hand choice) is computed by estimator e
(described below) for data point i (instant of time the person trig-
gered a grasp) conditioned on the treatment t (proximity distance)
provided the set of observed features X (factors in Figure 3).

Because the data generating process in human hand-behavior is
unknown, four estimators operating under differing assumptions
cover the full spectrum:

• linear treatment: The outcome Y is a linear function of the
treatment X . Estimator [7] Forest Double Machine Learning
Estimator (FDML) imposes this assumption.

• linear heterogeneity: The outcome Y is linear on observ-
able characteristics (Z ). Estimator [3] Linear Doubly Robust
Learner (LDRL) embeds this assumption.

• linear treatment and heterogeneity: Estimator [6] Lin-
earDML (LDML) embeds both of previous assumptions.

• no assumption: Estimator [10] Forest Doubly Robust Learner
(FDRL) imposes no operational assumption.

Note that these four are non-parametric estimators suitable for
high-dimensional data. Each of them is a composite two-stage ML-
algorithm. The final-stage grants desirable properties and is not
subject to hyper-parameter optimization unlike the first-stage mod-
els, which comprise cross-validated grid-search1.

The selected estimators operate under the unconfoundedness
assumption and construct valid confidence intervals. Due to small
sample size across data sets, statistical significance is set to 0.9. The
computation of confidence intervals follows OLS2 Inference for
(LDML and LDRL) and Sub-sampled Honest Forest for (FDML and
FDRL). Further information on these methods are available in [29].

3 VALIDATING THE APPROACH
A ground truth dataset is recorded to validate the approach. In
particular, to verify that the setting derives correct conclusions, a
controlled experiment is performed.

The validation set holds examples of a person setting the table
for breakfast. The choice of hand in grasping actions is the only
aspect that has been controlled. The experimenter instructs a per-
son to use either the left, right, or both hands before engaging in
the activity. The sequence of instructions is chosen randomly by
the experimenter. The case of both hands is a distracting element
to avoid suspicion by the participant on the matter being investi-
gated. The data collected with the experiment is summarized under
column Ds-v in Table 1 alongside the other collections of data.

Because hand-selection is randomized in the experiment, only
weak (near to null) supporting evidence can be expected for hand-
selection on the validation set. Therefore, estimators that find sup-
port for the hypothesis in the validation data would indicate a red
flag on the validity of the setting. On the contrary, ideal results
consist of estimators not being able to find evidence in such data.

After computing the effects on the validation set, four estimators
recovered no evidence in support of the hypothesis. This is indicated
in Table 2 by the confidence intervals including the zero value for
all estimators. The result is clear - the setting recovers the expected
effect.

This result is encouraging. The setting correctly detected the
expected null effect considering the freedomwith which the activity
had been recorded (free choice in the selection of objects, order,
placement, etc., see Table 1). Moreover, as not all confounding
factors are captured by our model, bias cannot be guaranteed to be
fully removed. Despite breaking unconfoundedness, the approach
manages to recover the correct effect. Furthermore, the estimators
have been mostly applied to operate at the level of thousands, but
in this setting only hundreds of samples are considered. In spite of
small quantities of data, the setting is sensible enough to detect the
correct effect.

Regarding the methods, Table 2 shows that estimators operating
under linear treatment and heterogeneity (top three rows) present
narrower confidence intervals than the last variant (bottom row).
Smaller confidence intervals for the top three rows makes sense

1With parameter grid: Random Forest Regressor (max_depth:[3, None],
min_samples_leaf: [10, 50]), Gradient Boosting Regressor (n_estimators: [50, 100],
max_depth:[3], min_samples_leaf: [10, 30]), Random Forest Classifier (max_depth: [3,
5], min_samples_leaf: [10, 50]), Gradient Boosting Classifier (n_estimators: [50, 100],
max_depth: [3], min_samples_leaf: [10, 30]) .
2Ordinary Least Squares (OLS).
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Table 1: Summary of three datasets and frequencies of occurrences for different levels of features

User interaction Ds-1 Ds-2 Ds-v

Object (O): OV (m3) 384 174 137
Silverware 8.2 × 10−5 83 70 29
Glass 1.22 × 10−3 83 - 23
Milk 1.40 × 10−3 18 8 24
Juice 1.93 × 10−3 88 - 21
Bowl 2.40 × 10−3 19 36 16
Cereal 6.30 × 10−3 93 28 24
Tray 9.95 × 10−3 - 32 -

Surface (S): SC SS 384 174 137
DiningTable F F 12 18 -
FrdgArea T F - 1 1
FrdgDrBtmShlf T F 5 2 22
FrdgGlassShlf T T 41 - 21
IslndArea F F - 8 21
IslndDrwBtmLft T T - 16 -
LabFloor F F 5 - 2
OvenArea F F - 2 -
OvenDrwRight T T 41 16 22
SinkArea F F 11 24 1
SnkDrwLftBtm T T - - 1
SnkDrwLftMid T T 41 - 20
SnkDrwLftTop T T 41 42 25
Tray F F 184 42 -

Hand-selection (H): DO 384 174 137
Left (H0) F 121 96 64
Right (H1) T 263 78 73

Hand-distance (D): 384 174 137
Close (HD0) F 192 87 69
Far (HD1) T 192 86 68

Abbreviation OV refers to the volume of an object. SC corresponds
to surfaces within containers such as the refrigerator’s shelf. SS
refers to surfaces that slide such as drawers. DO refers to hand
dominance. SnkDrwLftMid refers to the middle drawer out of three
drawer stacked one over another spatially located left of the sink.
FrdgDrBtmShlf refers to the bottom shelf on the fridge door. Last,
T and F refer to true and false.

Table 2: Effects on the validation set Ds-v

Samples Estimator Effect Conf. Intv.

137 LDML -0.04 [-0.21, 0.13]
LDRL -0.08 [-0.25, 0.09]
FDML 0.01 [-0.26, 0.27]
FDRL -0.54 [-1.57, 0.50]

Four non-parametric estimators report the effect on the validation
set comprising 137 grasping actions of a person performing table
settings. The confidence intervals for all estimators include the zero
value.

because these estimators impose some structure and thereby de-
viations are (to some extent) partially restricted. Another reason
the least restricted estimator (FDRL) presents the widest intervals
is that it requires more data non-forest counterparts. However,
beyond distinctions, all of them recovered the correct quantity.

Taken together, the approach recovers the expected null effect
on the validation set. Moreover, the effect is recoverable with four
estimators operating under different assumptions.

This concludes the validation of the setting on empirical data.
Next the stability of the model is verified with the validation data,
before studying individuals who freely choose their hands (Ds-2
and Ds-3).
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Table 3: Refutation strategies using validation data

Estimator Effect Check-1(|∆|) Check-2 Check-3

LDML -0.04 -0.07 (0.03) -0.03 (0.01) -0.05 (0.01)
LDRL -0.08 -0.11 (0.03) -0.04 (0.04) -3.43 (3.35)
FDML 0.01 0.05 (0.04) 0.01 (0.0) -0.04 (0.05)
FDRL -0.54 -0.22 (0.32) -0.02 (0.52) -4.82 (4.28)

The columns check-1 to -3 correspond to the re-computed effects
after changing the setting (i.e. model and/or data). The numbers en-
closed by parenthesis (|∆|) are the differences between the original
and re-computed effects. Differences close to zero values exhibit
robustness against refutations.

4 STABILITY OF THE APPROACH
Models are expected to be applicable beyond scenarios for which
they were initially designed. Therefore, it is crucial to verify the
stability of the setting under different conditions than the initially
planned one.

Verifying the stability first involves computing baseline values
using the original setting. Then, the original setting is modified
and the effects are re-computed (e.g. introducing noise to the data,
and/or even changing the structure of the model). Ideally, the re-
computed effects differ only slightly from the original values. In
general, the smaller the difference between re-computed and origi-
nal estimates, the more stable the model is.

Table 3 summarizes the results for three refutation strategies. The
column effect corresponds exactly to the original values presented
earlier in Table 2, while the remaining columns are the re-computed
estimates after inflicting changes with a refutation strategy.

Refutation strategy check-1 randomizes the treatment and out-
come data. Check-2 changes the structure of the model by intro-
ducing unobserved random factors that affect the treatment and
outcome3. Strategy check-3 computes the estimates on randomly
drawn subsets of the original data4.

The re-computed effects after randomizing the treatment and
outcome data (check-1) should not differ from the original values.
Indeed this is the case as Table 3 reports near zero differentials
except for FDRL. Likewise, when introducing unobserved random
confounding factors (check-2) to the causal graph, close to zero ∆
values are reported for the first three estimators except for the last
(FDRL). At last, removing random subset of data exhibits near zero
differentials for LDML and FDML but not for LDRL and FDRL.

Overall, Table 3 reports that DML estimators outperform DRL
across refutation checks as indicated by the near-to-zero differential
values (|∆|). DRL, on the other hand, recovers less stable effects.

DRL typically has a higher variance than DML variants as re-
ported in [29], and our results confirm this. Due to imbalances in
our datasets, treatment has a small probability of being assigned
in the regions of the control space (Z ) which is critical for DRL
estimators, also known as small-overlap. Under such conditions,
the DML variants extrapolate better than DRL, and this is the case
shown in Table 3.
3Configured with linear effect strength set to 0.02 for both treatment and outcome.
4Configured with fraction of data to 0.9.

Table 4: Effects on observational data Ds-1 and -2

Data set Smpl. Estimator Effect Conf. Intv.

1 384 LDML 0.09 [0.02, 0.17]
LDRL 0.09 [0.01, 0.16]
FDML 0.16 [0.05, 0.26]
FDRL 0.08 [−0.01, 0.17]

2 174 LDML −0.13 [−0.26, 0.01]
LDRL −0.18 [−0.42, 0.05]
FDML −0.13 [−0.29, 0.02]
FDRL −0.08 [−0.31, 0.15]

The effect for hand-distance on hand-selection for two individuals
freely selecting their hands when setting the table. For one indi-
vidual the effect is positive, whereas for the other negative. In all
cases estimators agree except for FDRL on Ds-1, which is a weak
positive effect as the confidence interval includes the null value.

5 OBSERVING DIFFERENT INDIVIDUALS
This section analyses the effect of hand-distance on hand-selection
for two individuals. Unlike the effects reported in Section 3, in the
following subjects exercise the free choice in hand selection - all
else remains equal (model, estimators, parameters).

Provided with examples from dataset Ds-1, the estimators recov-
ered positive effects. This is indicated by the confidence intervals
not including the zero value for three estimators except for one
as shown in Table 4. A positive effect means that when targeting
objects farther away from the body, the preferred choice is the right
hand.

In dataset Ds-2 the four estimators derive a weak negative effect.
This is indicated by the confidence intervals marginally containing
the zero. Moreover, these intervals are less centered than those
reported earlier on the validation set (Table 2) thus indicating a
weaker null effect. A negative effect means that the individual
prefers near-to-body grasps with the right hand.

To summarize, different than on the validation set, the resulting
effects are not null on evidence which is uncontrolled (Ds-1 and
Ds-2). Both individuals differ in the way hand-distance affects hand-
selection. One individual engages with the right hand targets that
are farther away, whereas the other one prefers nearby.

6 EXPLAINING HAND MANIPULATION
So far we have described the effect (direction and strength) that
hand-distance has on hand-selection for three individuals. But in-
sights explaining the sensibility of these effects w.r.t factors are
missing. Interpretability is especially important on inputs for which
no ground truth data exists (Ds-1 and Ds-2).

To this end, the sensibility of the effects (reported earlier in
Table 2 and Table 4) are interpreted using trees as shown in Figure 5.
Every tree interprets the sensibility of a different person. A tree
encodes the direction of sensibilities with colors - negative (red),
neutral (white) or positive (green) - while the intensity of colors
indicates the level of sensibility (either strong orweak). The splitting
policy of the tree is in accordance with factors that influence the
sensibility of effects. For instance, Figure 5a interprets the effect in
terms of object volume (i.e. the bounding box of an object).
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volumeObj <= 0.003
samples = 115

CATE mean = -0.05
CATE std = 0.016

volumeObj <= 0.001
samples = 94

CATE mean = -0.055
CATE std = 0.009

True

samples = 21
CATE mean = -0.026

CATE std = 0.013
Mean Endpoints of 9% CI: (-0.061, 0.008)

False

samples = 42
CATE mean = -0.064

CATE std = 0.004
Mean Endpoints of 9% CI: (-0.083, -0.044)

samples = 52
CATE mean = -0.049

CATE std = 0.005
Mean Endpoints of 9% CI: (-0.064, -0.034)

(a) ds-v: Objects with bounding boxes smaller than 0.003 are grasped near the
body (red), otherwise at neutral distances (white).

volumeObj <= 0.001
samples = 327

CATE mean = -0.055
CATE std = 0.008

volumeObj <= 0.0
samples = 142

CATE mean = -0.063
CATE std = 0.004

True

volumeObj <= 0.002
samples = 185

CATE mean = -0.049
CATE std = 0.002

False

samples = 72
CATE mean = -0.067

CATE std = 0.
Mean Endpoints of 9% CI: (-0.089, -0.044)

samples = 70
CATE mean = -0.06

CATE std = 0.
Mean Endpoints of 9% CI: (-0.076, -0.043)

samples = 31
CATE mean = -0.053
CATE std = 9.976e-05

Mean Endpoints of 9% CI: (-0.067, -0.04)

samples = 154
CATE mean = -0.048

CATE std = 0.
Mean Endpoints of 9% CI: (-0.062, -0.034)

(b) ds-1: Objects smaller than volume 0.001 are grasped near the body, otherwise
at a neutral distance.

volumeObj <= 0.007
samples = 151

CATE mean = -0.036
CATE std = 0.045

volumeObj <= 0.002
samples = 122

CATE mean = -0.053
CATE std = 0.016

True

samples = 29
CATE mean = 0.033

CATE std = 0.
Mean Endpoints of 9% CI: (-0.072, 0.138)

False

samples = 69
CATE mean = -0.065

CATE std = 0.005
Mean Endpoints of 9% CI: (-0.086, -0.044)

samples = 53
CATE mean = -0.037

CATE std = 0.008
Mean Endpoints of 9% CI: (-0.06, -0.013)

(c) ds-2: Objects with smaller volumes than 0.007 are targeted closer to the body,
otherwise far apart (green).

Figure 5: Interpreting the effect of hand-distance on hand-selection in terms of object volume on each collection of data.

Figure 5 shows that the smaller an object is, the closer to the per-
son’s body it is grabbed. This is indicated by the colors ranging from
dark red to lighter colors as the volume of objects increases. This
behavior is consistent across the three individuals. However, the
quantitative value of when an object is considered to be big/small
differs for each individual as indicated by the root node of the trees.

To summarize, the effects presented in earlier sections (Table 2
and Table 4) are explainable in terms of sensibility to influential
factors. The sensibility of the effect that hand-proximity exerts on
hand-selection are explained in terms of object-volume. Different
individuals present consistent trends but differ in terms of quanti-
tative preferences of object volumes. Individualized insights like
these have the potential to enable robots to provide personalized
assistance.

7 RELATEDWORK
Autonomous robots could one day spare the cost of programming
them. One way to reduce the amount of programming is by provid-
ing robots with examples of the task space [2]. Another strategy
is learning the control space showing exemplary movements to
the robots [21]. Providing robots with examples instead of code
shifts the burden from programming to teaching them. Teaching is
demanding as high quality, successful, and sufficient examples are
required.

One strategy to cut the cost of teaching robots, is to learn by
doing in simulation environments as done in [14, 31]. Virtual set-
tings offer nearly endless synthetic examples for an initial upfront
cost. Computational resources leverage exhaustive explorations in
simulation space. Besides sample inefficiency, solutions from sim-
ulated environments must overcome transfer issues to real-world
scenarios [18].

Unlike the previous strategies, children approach things differ-
ently. They can learn quickly from a few ‘uncurated’ good-and-bad
examples [16]. Moreover, children can explain their answers [36],
an ability often overlooked in model-free data-driven approaches.
More crucially, children transfer knowledge from one domain to
another [24].

Developmental AI and Robotics are still in their infancy [8]. A
key achievement in recent years has been the algorithmization of
causal inference [26]. Such advancements offer opportunities to
explore alternative reasoning capabilities for robots.

This contribution explores the feasibility to equip robot with
child-like observational abilities. To prove the concept, we setup
a framework and confront the observational capabilities to a few
uncurated empirical examples of hand manipulation.

The authors in [9] build a causal and-or graph for objects and
actions from videos. Unlike our contribution, this work focus on
action detection and automating the discovery of causal models at
the expense of transferability and interpretability.

[1] employs SCM to recover trajectories for different kinesthetic
teaching styles. However, this work differs considerably. First, the
end-effector of a robot is modeled whereas our contribution in-
volves the human hand. Second, the authors address robot poses
while our contribution targets human motor decisions. Third, their
source of evidence is structured and curated when compared to the
unconstrained activities considered here.

[34] employed causal inference to reduce the space of action pairs
recorded in a virtual environment thereby boosting performance
by six fold. This work puts the focus on causal dependencies of
action sequences rather than on decision-making and context as
presented here.
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8 CONCLUSION
To unlock individualized robotic support in human-robot interac-
tions, this contribution explores the validity of causal quantities on
empirical evidence in the context of everyday hand manipulations.

The conditions under which the approach is examined are chal-
lenging. First, this contribution does not include all relevant factors
in the model thus breaking the unconfoundedness assumption.
Therefore, we can expect bias-reduced estimates but not bias-free.
This setting is valuable to investigate because children cope with
states of incompleteness. Second, the non-parametric estimators of
this contribution typically target samples in the order of thousands
but only hundreds are considered here.

The approach recovered the null effect on the validation data.
Four estimators operating under differing assumptions agreed on
this result. Moreover, the model is stable against three refutation
strategies on two collections of data.

Unlike the validation set, targeting observational data does not
derive a null effect. Instead, estimates result in positive and weak
negative estimates for two individuals.

Taken both results, the approach is capable to detect null and
non-null effects. The possibility of the framework being either too
sensitive (to derive null effects) or insensitive (to detect non-null
effects) is thus excluded. Moreover, the opposing estimates derived
for two individuals manifest the feasibility to recover effects in
different directions.

Lastly, we interpret the sensibility of effects w.r.t. contextual
factors (i.e. object-volume) potentially affecting hand behavior (i.e.
the relationship between hand-distance and hand-selection). The
trees highlighted commonalities as well as individualities across
three subjects. Such as the preference of the right hand for distant
targets, and the personal threshold of objects considered small or
large given by the root of the tree.

Our results are encouraging and foundational for further re-
search. In the future, we plan to study other actions such as placing,
opening, and closing. We look forward to extending our model
with factors such as shape, handles, grasping points, and full-body
tracking.
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