Solving N-Player Dynamic Routing Games with Congestion: a Mean-Field Approach
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ABSTRACT

The recent emergence of navigational tools has changed traffic patterns and has now enabled new types of congestion-aware routing control like dynamic road pricing. Using the fundamental diagram of traffic flows – applied in macroscopic and mesoscopic traffic modeling – the article introduces a new $N$-player dynamic routing game with explicit congestion dynamics. However, as Nash equilibrium computations are PPAD-complete, solving the game becomes intractable for large but realistic numbers of vehicles $N$. Therefore, the corresponding mean field game is also introduced. Experiments were performed on several classical benchmark networks of the traffic community: the Pigou, Braess, and Sioux Falls networks with heterogeneous origin, destination and departure time tuples. The Pigou and the Braess examples reveal that the mean field approximation is generally very accurate and computationally efficient as soon as the number of vehicles exceeds a few dozen. On the Sioux Falls network (76 links, 100 time steps), this approach enables learning traffic dynamics with more than 14,000 vehicles.
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1 INTRODUCTION

In 2019, the Texas A&M Transportation Institute estimated that the U.S. loses $166 billion per year due to the impact of congestion on fuel usage and productivity loss [9]. The recent emergence of navigational tools has changed traffic patterns [3] and has now enabled new types of congestion-aware routing control like dynamic road pricing.

Using the fundamental diagram of traffic flows – applied in macroscopic and mesoscopic traffic modeling – the work introduces a new $N$-player dynamic routing game with explicit congestion dynamics. However, as Nash equilibrium computations are PPAD-complete, solving the game becomes intractable for large but realistic numbers of vehicles $N$ [4]. Therefore, the corresponding mean field game is also introduced. This work demonstrates numerically that the MFG provides an efficient way to approximately solve the finite-player routing game with very large population: the MFG is much less costly to solve and yet provides a very good approximate Nash equilibrium policy.

2 DYNAMIC N-PLAYER AND MEAN FIELD ROUTING GAMES

The dynamic N-player routing game introduced models the evolution of N vehicles in a road network. It is a mesoscopic traffic model with explicit congestion dynamics where vehicle minimizes their travel time. The vehicles are described by their current link location, the time they have to spend on the link before exiting it, and their destination. The action of a vehicle is the successor link
they want to reach when exiting a given link. When arriving on a link, the waiting time of the player is assigned based on the number of players on the link at this time. Over time steps, the waiting time linearly decreases until it is negative, then the vehicle moves to a successor link and the waiting time gets reassigned. The cost of the vehicle is its travel time, which could be seen as a running cost that increases linearly with the time until the vehicle reaches its destination.

The corresponding mean field routing game is the extension of the dynamic routing game. The list of vehicles describing the N-player of the dynamic routing game is replaced by a distribution of trips between an origin and a destination. This game is a variant of the mean field route choice game [8] as the vehicle movement depends on the current network congestion. In the mean field route choice game, the number of time steps to reach the destination is constant and does not depend on the network congestion, neither of the vehicle cost function. In the dynamic driving and routing games the vehicle chooses its speed to travel on each link in order to minimize its cost function. Therefore the congestion is encoded in the cost function.

Both models are defined more precisely in [2].

3 EXPERIMENTS

All the experiments are conducted within the OpenSpiel framework [5], an open source library that contains a collection of environments and algorithms to apply reinforcement learning and other optimization algorithms in games. Experiment can be reproduced using the files in the github following the instructions in the readme.md file.

We compare the running time of the algorithms for solving the N-player game and the mean field player game depending on the number of players it models. The counterfactual regret minimization with external sampling (ext CFR) [11] is used in the N-player game, as it is the fastest algorithms to solve the dynamic routing N-player game within the OpenSpiel library of algorithms (comparison done within the OpenSpiel framework are not reported here). Online mirror descent (OMD) [6] is used in the MFG. Comparison between the running time of 10 iterations of ext CFR and OMD are done as a function of the number of vehicles modeled in fig. 1. As the mean field Nash equilibrium does not depend on the number of vehicles the MFG models, the computation time of 10 iterations of OMD is independent of the number of vehicles modeled.

In the Pigou network game [7] and the Braess network game [1], the mean field equilibrium policy is almost a Nash equilibrium in the N-player game as soon as N is larger than 20 players, see fig. 2.

On the Sioux Falls network (76 links, 100 time steps) [10], this approach enables learning traffic dynamics with more than 14,000 vehicles.

4 CONCLUSION

When using game theory models where agents make rational choices, to deal with the scalability in terms of number of agents, the main advantage of the mean field approach is that mean field Nash equilibria are easier to compute while providing a good surrogate for
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