Learning Generalizable Multi-Lane Mixed-Autonomy Behaviors in Single Lane Representations of Traffic
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ABSTRACT
This paper tackles the problem of learning generalizable congestion-mitigation strategies in simple representations of traffic. In particular, we look to mixed-autonomy ring roads as depictions of instabilities common to many generic settings, and ask the question: What features are needed to ensure that policies here can be adapted to typical multi-lane highways? To answer this, we study the implications of the scale of the source task and the modeling of pseudo-lane change events within it on the transferability of policies learned to complex networks. Our findings suggest that negating the effects of boundary conditions and introducing lane changes that approximately match trends in more complex systems can significantly improve the generalizability of learned behaviors.
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1 INTRODUCTION
Reinforcement learning techniques can provide substantial insights into the desired behaviors of future autonomous driving systems. By solving for societal metrics of traffic such as increased throughput and reduced fuel consumption, such methods can derive maneuvers that may significantly improve the quality of traffic. These methods, however, are hindered in practice by the difficulty of designing accurate large-scale models of traffic, as well as the challenges associated with learning behaviors for dozens of interacting agents.

In this paper, we demonstrate that policies learned in simple and computationally efficient ring road settings, if properly defined, can effectively generalize to more complex problems. To enable proper generalization, we identify two limiting factors that exacerbate the dynamical mismatch between the two problems and devise methods for addressing each of them. For one, to address mismatches that arise from variations in the boundary conditions, we construct a curriculum learning paradigm that scales the performance of policies learned to larger rings, where boundaries pose less of a concern. Next, to address perturbations that arise from lane changes and cut-ins, we introduce a simple approach for simulating such disturbances in single-lane settings. We validate our method on a calibrated model of the I-210. Our findings suggest that learning in larger rings and introducing pseudo-lane changes can greatly improve the generalizability of resultant behaviors.

2 EXPERIMENTAL SETUP
We define the mixed-autonomy ring road problem as an extension of the standard model depicted in [2] in which the actions of decentralized agents dictate the desired accelerations of individual AVs. Let \( S_{AV} \subset \{1, \ldots, n\} \) be the set of AVs whose actions are dictated by a learning agent, \( \pi_\theta \) with shared parameters \( \theta \). The system of differential equations depicting the dynamics of the network is:

\[
\begin{align*}
\dot{x}_i(t) &= f(\bar{x}_i(t), \bar{x}_{i+1}(t), \Delta x_i(t)) & i = 1, \ldots, n-1 & i \not\in S_{AV} \\
\dot{x}_i(t) &= \pi_\theta(s_i(t)) & i \in S_{AV} \\
\bar{x}_n(t) &= f(\bar{x}_n(t), \bar{x}_1(t), \Delta x_n(t))
\end{align*}
\]

where \( x_i(t) \) is the position of vehicle \( i \) at time \( t \), \( f \) is a car-following model\(^1\), and \( s_i(t) \) is the state of \( AV \) \( i \) at time \( t \), defined as the ego speed, leader speed, and space headway across multiple timesteps.

Within this task, agents are incentivized to solve for socially optimal driving behaviors by rewarding speeds near the network’s uniform-flow equilibrium [7]. We expand on this in our main paper.

2.1 Limitations to Generalizability
Learning traffic regulation policies within simulated ring roads presents several notable benefits in the context of RL. For one, the simplicity of the dynamics renders the problem easy to reconstruct and computationally efficient to simulate. In addition, notions of stability and social optimality render the definition of the reward function relatively straightforward. The question, nevertheless, remains: Are policies learned within these tasks usable in more complex settings? To study this, we identify and address two features deemed key in improving the performance of learned policies.

2.1.1 Boundary conditions. The first of these challenges considers the effect of periodic boundary conditions unique to closed (circular) networks. These boundaries produce strong couplings between

\(^1\)We consider the Intelligent Driver Model [5], a popular model for simulating string-instabilities in human driving, and set the parameters to match the work of [1].
Figure 1: Explored problem and transfer learning procedure. This paper aims to learn policies in ring road settings that are transferable to more complex tasks. The target network is a section of I-210 in which outflow restrictions result in the formation of stop-and-go congestion.

Figure 2: Learning curves for different methods/environments. Figure 3: Delays incurred by different policies on the I-210.

In addition to the effects of boundaries, perturbations induced by lane changes also present a significant challenge. These perturbations, which include sudden reductions in gaps from overtaking actions and other fluctuations in network densities, expose the learned policy to unexpected disturbances which may destabilize the system if not addressed. To resolve this concern, we attempt to model the effects of lane changes from the perspective of individual lanes. To do so, we take inspiration from the work of [8] and model lane changes as stochastic insertions and deletions of vehicles within the ring. These behaviors are modeled using a uniform distribution for the entry and exit probabilities, $p_{\text{enter}}$ and $p_{\text{exit}}$, respectively, with entry vehicles being initially placed at the midpoint between two vehicles and driving at the average speed of the network. This represents the simplest approach for modeling such effects in single-lane traffic. In the context of transfer learning, this closest to domain randomization [4].

3 NUMERICAL RESULTS

In this section, we present numerical results for the proposed training procedures. Through these results, we aim to answer the following: 1) Does the curriculum learning procedure improve the scalability of learning algorithms? 2) What effect do larger rings and simulated lane changes have on the transferability of policies?

Ring Experiments Figure 2 depicts the learning performance on the ring road task with and without the use of lane changes and curricula, evaluated the policy’s ability to achieve uniform-flow speeds. As we can see, while early stage problems perform well without curriculum, policies struggle to achieve a similar degree of traffic stabilization as the size and complexity of the problem increases. Conversely, when trained via a curriculum of gradually growing rings, policies continue to achieve scores near to the ideal value of 1.

Realistic Network Experiments Next, we study the generalizability of the learned policy by evaluating its zero-shot transfer to a calibrated model of human-driving. The network considered (Figure 1) is a 1-mile section of the I-210 in Los Angeles, CA. We here exploit the work of [1], which explores the role of mixed-autonomy systems in improving the energy-efficiency of the I-210.

Figure 3 depicts the performance of the different learned policies once transferred onto the I-210, evaluated on the policy’s ability to minimize stopped traffic. To evaluate the effect of chosen lane change distributions, we assume values for $p_{\text{enter}}$ and $p_{\text{exit}}$ that are multiples of the true values experienced within the I-210. As we can see, introducing lane changes reduces in the duration of stopped traffic in the target network. This is also the case as the size of the problem grows, until the boundary stops plays a significant role. In must be noted however, that lane changes, while reducing stopped traffic, also reduce the speed of traffic once severely off-distribution. You can learn more about this in our full paper.
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