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ABSTRACT
We consider the allocation of limited resources to heterogeneous
customers who arrive in an online fashion.Wewould like to allocate
the resources “fairly”, so that no group of customers is marginalized
in terms of their overall service rate. We study whether this is
possible to do so in an online fashion, and if so, what a good online
allocation policy is.

We model this problem using online bipartite matching under
stationary arrivals, a fundamental model in the literature typically
studied under the objective of maximizing the total number of
customers served. We instead study the objective ofmaximizing the
minimum service rate across all groups, and propose two notions
of fairness: long-run and short-run.

For these fairness objectives, we analyze how competitive online
algorithms can be, in comparison to offline algorithms which know
the sequence of demands in advance. For long-run fairness, we pro-
pose two online heuristics (Sampling and Pooling) which establish
asymptotic optimality in different regimes (no specialized supplies,
no rare demand types, or imbalanced supply/demand). By contrast,
outside all of these regimes, we show that the competitive ratio of
online algorithms is between 0.632 and 0.732. For short-run fairness,
we show for complete bipartite graphs that the competitive ratio
of online algorithms is between 0.863 and 0.942; we also derive a
probabilistic rejection algorithm which is asymptotically optimal
in the total demand.

Depending on the overall scarcity of resources, either our Sam-
pling or Pooling heuristics could be desirable. The most difficult
situation for online allocation occurs when the total supply is just
enough to serve the total demand, in which case an organization
could try to make allocations offline instead.

We simulate our algorithms on a public ride-hailing dataset,
which both demonstrates the efficacy of our heuristics and validates
our managerial insights.
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1 INTRODUCTION
In the online bipartite matching problem, nodes on one side of a
bipartite graph are given in advance, while nodes on the other side
arrive one-by-one. We refer to the two sets of nodes as offline and
online agents, respectively. The edges incident to an online agent,
which indicate the offline agents eligible to serve it, are revealed
upon its arrival. An online matching algorithm must immediately
serve each arriving agent using up to one eligible and unmatched
offline agent; matches once made cannot be rearranged. The perfor-
mance of an algorithm is determined by the total number of matches
made, taking expectations as necessary if there is randomness in
the arrivals or the algorithm. The competitive ratio (CR) measures
the separation between the performance of online algorithms vs.
that of a clairvoyant algorithm which knows all of the arrivals.

In this paper, we study online matching problems where perfor-
mance is instead determined by the fairness in service provided to
different groups of online agents. We assume that each online agent
belongs to some protected groups, e.g. based on race or gender
identity, which are observed upon arrival. To ensure that every
group is adequately served, we evaluate performance by the mini-
mum fraction of demand served over all the groups, defined in two
different ways:

Long-Run Fairness = min
groupsG

E[# of agents in group G served]
E[# of arrivals in group G]

; (1)

Short-Run Fairness = E
[

min
groupsG

E[# of agents in group G served]
# of arrivals in group G

]
.

(2)

Motivation for Long-Run Fairness. The online matching time
horizon represents a single day, and the algorithm is audited for
fairness after a large number of days T have passed. In this case,
the total number of group-j agents served over all the days will be
statistically close to T times the numerator in (1), while the total
number of group-j agents to arrive over all the days will be statisti-
cally close to T times the denominator. The audited performance is
the minimum of this fraction over all groups j.
Motivation for Short-Run Fairness. The algorithm is audited
for fairness based on the realized arrivals every single day. To avoid
impossibility results1, evaluation in the numerator of (2) is based
on the expected service over any randomness in the algorithm.
1Observe that any deterministic algorithm will yield a fairness of zero during peak
hours when there are lots of groups each with a small arrival rate but the total rate is
far larger than the serving capacity of offline agents.
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Interpreted another way, when evaluating Short-Run Fairness, we
are allowing for fractional allocations to be made on a given day.
The overall performance (2) then takes the expectation of the daily
audit scores over a large number of days.

Note that our objectives of Long-Run and Short-Run Fairness
are percentages between 0 and 1. A guarantee on these percent-
ages does not directly imply that all protected groups will enjoy
an equitable level of service; however, these objectives naturally
encourage algorithms to allocate the offline agents evenly across
the online groups.

We acknowledge that our objectives for fairness at the group
level do not address equity at the individual level [see 1, 2]; we
make no considerations for the most “deserving” or “in need” agents
within each group being served. Moreover, we are assuming that
agents can be correctly labeled and there is no strategic behavior
from individuals to obfuscate their groups. Nonetheless, we believe
our objectives to be reasonable for large-scale online platforms, on
which it has been found that under the current algorithms, agents
in certain protected groups are significantly less likely to be served
[3, 4].

We proceed with definitions (1)–(2) and answer the following
questions:

(1) What is the fairness lost by imposing non-rejection, i.e., that
an online agent must be served (regardless of group) as long
as there is an adjacent offline agent with remaining service
capacity?

(2) In terms of maximizing fairness objectives (1) or (2), comput-
ing an optimal online policy may be hard, but can we derive
simple, near-optimal online allocation heuristics?

(3) What is the competitive ratio, i.e., the gap between the ob-
jective values (1) or (2) achievable by an online algorithm,
vs. a clairvoyant offline algorithm which knows the arrival
sequence in advance?

We believe Questions 1 and 3 to be particularly relevant for online
platforms, addressing the design decision of whether incoming
agents should be served whenever possible, and how much fairness
the platform is losing by serving agents in an online instead of
offline fashion. In this paper, we identify parameter regimes where
a simple online heuristic achieves a competitive ratio approaching
100%, thereby also answering Question 2 in that it is a near-optimal
online policy in these regimes.

2 MAIN CONTRIBUTIONS
In this paper, we assume that online agents arrive following inde-
pendent Poisson processes with known, homogeneous rates. We see
the assumption of rates being known as a modeling choice which
puts us in the setting of online stochastic matching. On the other
hand, our homogeneity assumption, that arrival rates do not change
over time, does play a significant role in our results.

We now describe our results. For Long-Run fairness, we show
that the competitive ratio of general online algorithms is between
1− 1/e ≈ 0.632 (Theorems 2, 4) and

√
3− 1 ≈ 0.732 (Theorem 3),

while the competitive ratio of non-rejecting online algorithms is
exactly 1/2 (Theorem 1). Next, we establish that under specific
parameter regimes, certain online heuristics achieve a competitive
ratio approaching 1:

(1) When there are many copies of every offline agent, an on-
line algorithm which independently samples an offline LP
solution for each online agent achieves a competitive ratio
approaching 1 (Theorems 2, 4);

(2) When all online agent types have a high arrival rate, an
online algorithm which pools and reserves a set of offline
agents to serve each online agent type achieves a competitive
ratio approaching 1 (Theorem 5);

(3) When a demand saturation parameter s∗ approaches 0 or
∞, the LP sampling algorithm achieves a competitive ra-
tio approaching 1, assuming that every protected group G
is homogeneous, i.e., consists of a single online agent type
(Theorem 2).

For Short-Run Fairness, we assume there to beb copies of a single
offline agent, which can be interpreted as one divisible resource.
We show that the non-rejecting First-Come-First-Serve algorithm
achieves a competitive ratio of 0.863, when the total arrival rate
Λ of online types is at most 1. On the other hand, we derive a
probabilistic rejection algorithm which is asymptotically optimal
as Λ → ∞, with b allowed to depend arbitrarily on Λ. We note
that this algorithm performs rejections using randomness that is
dependent across agents, making it different from the independent
sampling algorithm mentioned earlier. Finally, we show that the
competitive ratio of online algorithms is upper-bounded by 0.942,
even when b = 1. All details regarding the Short-Run Fairness are
deferred to the full version.

3 EXPERIMENTS ON RIDE-HAILING
DATASETS

Using a ride-hailing dataset collected from the city of Chicago2,
we test our heuristics against existing algorithms in the Online
Bipartite Matching literature, in some cases adapting them for our
Long-Run Fairness objective. We consider both the general case
where protected groups (of riders, based on origin and destination
of trip) can consist of heterogeneous types, and the special case
where protected groups consist of a single type (i.e., a group is
defined by a single origin and destination pair). Our findings are
summarized below.

First, in the case of homogeneous groups, our sampling heuristic
always achieves higher Long-Run Fairness than the existing Online
Matching algorithms, over a range of choices on how to scale the
demand saturation. Moreover, the general performance of all the
algorithms is exactly consistent with the managerial insights from
our theory—the most difficult situation for achieving fairness in
an online fashion arises when the total supply and demand in
the system is balanced. On the other hand, all online algorithms
perform better relative to the optimal offline allocation when the
supply-demand imbalance increases (in either direction).

Second, in the case of heterogeneous groups, online matching
using our sampling heuristic is effective if the minimum supply
capacity is large, while online matching using our pooling/pre-
reserving heuristic is effective if the minimum demand rate is large.
These observations from data are also consistent with our algorith-
mic guarantees and managerial insights.
2https://data.cityofchicago.org/Transportation/Transportation-Network-Providers-
Trips/m6dm-c72p
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