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ABSTRACT

Many scenarios where agents with preferences compete for resources can be cast as maximum matching problems on bipartite graphs. Our focus is on resource allocation problems where agents may have preferences that make them incompatible with some resources. We assume that a Principal chooses a maximum matching randomly so that each agent is matched to a resource with some probability. Agents would like to improve their chances of being matched by modifying their preferences within certain limits. The Principal’s goal is to advise an unsatisfied agent to relax its restrictions so that the total cost of relaxation is within a budget (chosen by the agent) and the increase in the probability of being assigned a resource is maximized. We develop efficient algorithms for some variants of this budget-constrained maximization problem and establish hardness results for other variants. For the latter variants, we also develop algorithms with performance guarantees. We experimentally evaluate our methods on synthetic datasets as well as on two novel real-world datasets: a vacation activities dataset and a classrooms dataset.
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1 INTRODUCTION

There are many practical contexts where a set of agents must be suitably matched with a set of resources. Examples of such contexts include matching courses with classrooms [13], medical students with hospitals [15], buyers with products [10], and customers with taxicabs [6]. In this paper, we assume that the matching process assigns at most one resource to each agent and that each resource is assigned to at most one agent. It is possible that some agents are not assigned resources and some resources are unused.

Agents have restrictions or preferences while resources have constraints. We assume that agents’ preferences are soft; that is, agents are willing to relax their preferences so that they can get a resource that is adequate for their purposes. An agent who is unwilling to compromise may not get any resource. However, the constraints associated with resources are hard; that is, they cannot be relaxed.

Example: An instructor who indicates her preference for the classroom capacity as “Capacity ≥ 70” may be willing to relax this preference to “Capacity ≥ 60” to improve her chances of obtaining a classroom. However, a classroom of size 50 imposes the hard constraint “Capacity ≤ 50”.

An agent is compatible with a resource (i.e., the agent can be matched with or assigned the resource) only when the (hard) constraints of the resource are satisfied by the agent’s preferences. The problem of assigning resources to agents can be modeled as a matching problem on the following bipartite graph, which we refer to as the compatibility graph: the graph has two disjoint sets of nodes corresponding to the agents and resources respectively; each edge \( \{u, v\} \) in the graph indicates that the agent represented by \( u \) is compatible with the resource represented by \( v \). A Principal (who is not one of the agents) chooses a maximum matching in the graph to maximize the number of agents who are assigned resources. Usually, there are many such maximum matchings, each one allocating resources to a (possibly) different set of agents. For fairness, the Principal chooses a maximum matching randomly out of a given distribution. The Principal may use, for example, an algorithm for fair matching [5] or a straight-forward process that randomly orders the agents and uses a deterministic matching algorithm such as Hopcroft-Karp’s algorithm [8] to generate a maximum matching.
It is natural for an agent, who is concerned that it will not be matched in the randomly generated matching, to seek advice from the Principal in the form of changes to its preferences in order to increase the likelihood of getting matched. In general, agents are eager to get such advice when there are several rounds of matching and they failed in previous ones. Such a situation arises, for example, in the case of medical students who were not matched during the first round of the residency matching process [9] and in hot-desking [16]. Informally, the question of developing such recommendations can be modeled as the following budget-constrained optimization problem: find a set of modifications to an unmatched agent’s preferences under a budget constraint so that the likelihood of the agent being matched to a resource is maximized, given the resource compatibility information for the other agents. (A rigorous definition of the problem is given in the next section.)

Several recommendation systems in environments where agents compete for resources are similar to our notion of a Principal. As an example, GPS navigation apps provide advice to an agent (driver) without taking into account possible changes in the behaviors of other agents due to similar recommendations or other reasons. These recommendations often lead to undesirable consequences that are commonly referred to as the price of anarchy [17].

2 SUMMARY OF RESULTS

1. The matching advice problem. We represent the agent-resource relationship discussed above using an $XX$-bipartite graph called the compatibility graph $G(X, Y, E)$, where $X$ and $Y$ denote the set of agents and resources respectively and the edge $(x, y) \in E(G)$ iff the agent represented by $x$ is compatible with the resource represented by $y$. The special agent who is seeking advice is denoted by $x^*$. When agent $x^*$ relaxes a subset $R$ of its restrictions, it incurs a cost $\rho(R)$, which is the sum of the costs of relaxing each restriction in $R$. In general, this relaxation adds edges to $G$, resulting in a new compatibility graph $G'$. We use $g(R)$ to denote the gain in probability of $x^*$ being matched in $G'$ over that in $G$. A formal definition of the main problem considered in our work is as follows.

Problem MatchingAdvice.
Given: A bipartite compatibility graph $G(X, Y, E)$, an agent $x^* \in X$ seeking advice, its set of restrictions $R$, and a budget $\beta$.
Requirement: A subset of restrictions $R' \subseteq R$ with $\rho(R') \leq \beta$ such that removal of $R'$ maximizes the gain in probability $g(R')$.

We study several forms of restrictions arising from agent preferences and resource properties in real-world applications.

2. Algorithms for and complexity of improving the likelihood of matching. We develop efficient algorithms for the above budget-constrained optimization problem for several classes of restrictions. For other classes, we show that the problem is NP-hard, develop approximation algorithms and establish their performance guarantees. These results rely on the properties of sub- and super-modular functions under constraints.

3. Experimental study. We study the performance of our recommendation algorithms on both synthetic data sets as well as two real-world data sets. The latter data sets arise in the contexts of assigning classrooms to courses and matching children with activities. We evaluate our algorithms under different cost schemes.

The insights gained from this study can inform the Principal (e.g., university administration) on issues such as adding, removing or modifying resources to cater to the needs of agents.

Related work. Resource allocation in multi-agent systems has been studied by a number of researchers (e.g., [1–3, 7, 14]). The general focus of this work is on topics such as how agents express their resource requirements, algorithms for allocating resources to satisfy those requirements and evaluating the quality of the resulting allocations. Nguyen et al. [11] discuss some complexity and approximability results in this context. Zahedi et al. [18] study the problem of how the task allocators can respond to queries dealing with counterfactual allocations.

Motivated by e-commerce applications, Zanker et al. [19] discuss the design and evaluation of constraint-based recommendation systems that allow users to specify soft constraints regarding products of interest. These constraints are in the form of rank ordering of desired products and they consider the problem of relaxing the constraints so that a maximum number of users can obtain one of their top-$k$ desired products, for a specified value of $k$. Felfernig et al. [4] provide a discussion on the design of constraint-based recommendation systems and the technologies that are useful in developing such systems. Parameswaran et al. [12] discuss the development of a recommendation system that allows university students to choose courses. The system has the capability to handle complex constraints specified by students as well as those imposed by courses. Zhou and Han [20] propose an approach for a graph-based recommendation system that groups together agents with similar preferences to allocate resources. The approach also allows users to get additional feedback regarding the allocation. To our knowledge, the problem studied in our paper, namely advising agents to modify their preferences to improve their chances of obtaining resources, has not been addressed in the literature.

3 LIMITATIONS AND FUTURE WORK

One limitation of our advice framework is the assumption that only one agent seeks advice from the Principal while the preferences of the other agents remain unchanged. Thus, a natural direction for future work is to extend the framework to allow changes to the preferences of multiple agents. Further, our work assumes that each agent is matched to a single resource. So, another direction is to extend the advice framework by allowing agents to specify the number of resources needed. In such a case, when an agent does not receive the requested number of resources, the agent may be advised to either change her preferences or reduce the number of requested resources. We note that our framework can be easily extended to many scenarios where shared resources exist. In such cases, for a shared resource, one can simply create copies of resources with identical properties.
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